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Particle laden flows
Warm clouds

Protoplanetary disks
Sprays  Particle pollution

Plankton
Pyroclasts

Finite-size and mass impurities transported by turbulent flow
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Dispersed particles
Passive suspensions: no feedback of the 
transported particles onto the fluid flow.

 ⇒ Surrounding flow = Stokes flow
     Maxey & Riley (1983)

Rigid spherical particles that are assumed
much smaller than the smallest active 
scale of the flow (Kolmogorov      )
associated with a very small Reynolds 
number 



Ẍ = −

1

τ

(

Ẋ − u(X, t)
)

Re = UL/ν

St = τ/τη

Very heavy particles
Spherical particles much smaller than the Kolmogorov 
scale    , much heavier than the fluid, feeling no gravity, 
evolving with moderate velocities: one of the simplest model

Prescribed velocity field 
(random or solution to NS) 

Dissipative dynamics (even if         is incompressible)
 Lagrangian averages correspond to an SRB measure that depends 

on the realization of the fluid velocity field.

2 parameters



Clustering of inertial particles
Important for

the rates at which particles interact (collisions, chemical 
reactions, gravitation…)
the fluctuations in the concentration of a pollutant
the possible feedback of the particles on the fluid

Inertial-range clusters and voids
Multifractal distribution
at dissipative scales



Phenomenology of clustering

Theory: requires elaborating models to disentangle these two 
effects. For instance:

flows with no structures (uncorrelated in time) to isolate the 
effects of a dissipative dynamics
coarse-grained closures to understand ejection from eddies

Numerics show that these effects act at different scales

Different mechanisms:
Ejection from eddies by 

centrifugal forcesDissipative dynamics
⇒ attractor



Pseudo-spectral code, normal viscosity, parallel code (MPI+FFTW)

Spatial resolutions 1283, 2563, 5123

Particle positions, velocities, fluid velocity at particle positions, 
fluid gradient, stored at two different rates

every 0.1      for            particles / Stokes time

every 10       for              particles / Stokes time

Data available on the iCFDdatabase (http://cfd.cineca.it)

Acceleration statistics of heavy particles in turbulence 3

Rλ urms ε ν η L TE τη Ttot Ttr ∆x N3 Nt Np Ntot

185 1.4 0.94 0.00205 0.010 π 2.2 0.047 14 4 0.012 5123 5 · 105 7.5 · 106 12 · 107

105 1.4 0.93 0.00520 0.020 π 2.2 0.073 20 4 0.024 2563 2.5·105 2 · 106 32 · 106

65 1.4 0.85 0.01 0.034 π 2.2 0.110 29 6 0.048 1283 3.1·104 2.5 · 105 4 · 106

Table 1. Parameters of DNS. Microscale Reynolds number Rλ, root-mean-square velocity
urms, energy dissipation ε, viscosity ν, Kolmogorov lengthscale η = (ν3/ε)1/4, integral scale
L, large-eddy Eulerian turnover time TE = L/urms, Kolmogorov timescale τη, total integration
time Ttot, duration of the transient regime Ttr, grid spacing ∆x, resolution N3, number of tra-
jectories of inertial particles for each Stokes Nt saved at frequency τη/10, number of particles
Np per Stokes stored at frequency 10τη , total number of advected particles Ntot. Errors on all
statistically fluctuating quantities are of the order of 10%.

The fluid evolves according to the incompressible Navier-Stokes equations

∂u

∂t
+ u · ∇u = −

∇p

ρf
+ ν∆u + f , (2.2)

where p is the pressure field and f is the external energy source, 〈f · u〉 = ε.
The Navier-Stokes equations are solved on a cubic grid of size N3 for N = 128, 256, 512

with periodic boundary conditions. Energy is injected by keeping constant the spectral
content of the two smallest wavenumber shells (Chen et al. 1993). The viscosity is chosen
so to have a Kolmogorov lengthscale η ≈ ∆x where ∆x is the grid spacing: this choice
ensures a good resolution of the small-scale velocity dynamics. We use a fully dealiased
pseudospectral algorithm with 2nd order Adam-Bashforth time-stepping. The Reynolds
numbers achieved are in the range Rλ ∈ [65 : 185].

The equations of fluid motion are integrated until the system reaches a statistically
steady state. Then, particles are seeded with homogeneously distributed initial positions
and velocities equal to the local fluid velocity. Equations (2.1) and (2.2) are then advanced
in parallel. A transient in particle dynamics follows, about 2−3 large scale eddy turn over
time, before reaching a Lagrangian stationary statistics. It is only after this relaxation
stage has completely elapsed that the real measurement starts. We followed 15 sets of
inertial particles with Stokes numbers from 0.16 to 3.5. For each set, we saved the position
and the velocity of Nt particles every dt = 1/10τη with a maximum number of recorded
trajectories of Nt = 5 · 105 for the highest resolution. Along these trajectories we also
stored the velocity of the carrier fluid. At a lower frequency ∼ 10τη, we saved the positions
and velocities of a larger number Np of particles (up to 7.5 · 106 per St at the highest
resolution) together with the Eulerian velocity field. We have also followed fluid tracers
(St = 0), that evolve according to the dynamics

dx(t)

dt
= u(x(t), t) , (2.3)

in order to systematically assess the importance of the phenomenon of preferential con-
centration at varying both St and Rλ.

A summary of the various physical parameters is given in table 1.

3. Results and discussion

In this paper we focus on the statistics of particle acceleration a(t) = dV

dt . From
previous studies on fluid tracers we know that acceleration statistics is very intermit-

Summary of DNS



v !→ v
′
= τv/"

r !→ r
′
= r/!

ρ̄r

〈ρ̄p
r〉 ∼ r

p(Dp+1−d)

St

Small-scale clustering
Fractal dimensions
Coarse-grained density

Spectrum        is a function of       but does not depend on

PDF local dimension                  

Dp Re

δr =
ln ρ̄r

ln r
pr(δ) ∝ rS(δ,St)
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(b) saturation of D2 to d for Stokes numbers above a crit-
ical value St†. In what follows, we provide evidence for
(b), limiting the discussion to two-dimensional smooth
flows.

Let us first discuss a phenomenological argument in
favor of saturation. As already noted in Section III, their
dissipative dynamics yields the phase-space trajectories
of the particles to converge onto a random, dynamically
evolving attractor, which is typically characterized by a
multifractal measure [19, 20]. In our setting, this mea-
sure is the phase-space correlation dimension defined in
equation (14). Ballistic motion for St ! 1 corresponds
to D2 → 2d, therefore a critical Stokes number St† exists
such that D2(St†) = d. The particles’ spatial distribution
is obtained by projecting the (2 × d)-dimensional phase
space onto the d-dimensional physical space. It is tempt-
ing to apply a rigorous result on the projection of random
fractal sets [22, 42] stating that for almost all projections,
the correlation dimension of the projected set is related
to that of the unprojected one via the relation

D2 = min{d,D2} . (43)

Having D2(St†) = d with the above expression implies
that D2(St) = d for all St ≥ St†. Unfortunately, there is
a priori no reason for assuming some kind of isotropy in
phase space which justifies the validity of (43). We thus
proceed numerically.

As Eq. (43) requires the isotropy of the set, we have
tested whether this applies to our case. The correla-
tion dimension of different two-dimensional projections
was evaluated through the computation of the probabil-
ities Pα,β

2 (r) of having two particles at a distance less
than r using the norm ∆2

α,β = δ2
α + δ2

β, with α, β =
X, Y, VX/D1, VY /D1, and δα denoting the coordinate-α
separation between the two particles. Note that α = X
and β = Y corresponds to the spatial correlation di-
mension discussed so far. Figure 9 shows the logarith-
mic derivatives (d lnPα,β

2 (r))/(d ln r) for various α, β and
three different values St. All curves collapse within error-
bars, confirming that the projection is rather typical and
thus strengthening the argument in favor of saturation.
However, as can be seen in Fig. 9, the logarithmic deriva-
tives on the different projections are curved, indicating
behaviors different from the expected power law. It is
therefore difficult to decide whether or not the satura-
tion occurs. As discussed in [44], one can understand
the curvature of the local slopes with the presence of
sub-dominant terms, e.g., with the superposition of two
power laws P2(r) % Ara + Brb. In our case, one can
expect that

P2(r) = ArD2 + Brd , (44)

where d and D2 are the only dimensions entering the
problem [16]. For D2 < d, the second power law can
be interpret also as the contribution of caustics [18, 26]:
With non-zero probability, particles may be very close to
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FIG. 9: Logarithmic derivative (d ln P α,β
2 (r))/(d ln r) for dif-

ferent projections α, β for St = 0.5, St = 1 (shifted up by a
factor 1), and St = 1.5 (shifted up by a factor 2). A small mis-
match in the scaling range can observed for large r (this is un-
avoidable as positions and velocities involve different scales).

each other with quite different velocities, see Section V.
Once projected onto physical space, caustics appear as
spots of uncorrelated particles, and hence, the correlation
dimension is locally D2 = d. The validity of (44) as
well as of the projection formula (43) was confirmed in
Ref. [16], .
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FIG. 10: Physical space D2, and phase-space D2 correlation
dimensions versus St as obtained by using (44) for fitting the
exponents. Errors are of the order of the size of the symbol.
The arrow indicates the estimated location of St†.

Figure 10 summarizes the results depicted above. In
particular, D2 clearly displays a crossover to values larger
than d for St > St† ≈ 0.6. D2, once properly estimated
by using (43), displays the saturation to d = 2 above St†,
at which the large Stokes asymptotics starts, at least for
the particle distribution.

Let us comment briefly on the implication of satura-
tion on the behavior of the approaching rate which, in the
limit St → ∞, is characterized by the exponent Γ → 0.

D2(St)

Analytic attempts
Two-point motion: carrier flow = smooth Kraichnan

          has the same qualitative 
shape as in real flows
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by a δ function. This operator is defined in such a way
that

∫

dv L̂−1
0 f(v) = 0 for any function f(v) satisfying

∫

dv f(v)=0. One can check that the leading-order oper-

ator is M̂1 = ∂i
rb

ij(r)∂j
r which, as expected, corresponds

to turbulent diffusion. Indeed the dynamics of tracers is
recovered when St → 0. The pdf p(r) which solves the
equation M̂1p(r)= 0 is simply the uniform distribution.
To measure particle clustering, which can be estimated
for instance by the local correlation dimension d2(r) (see
Section III), one has to calculate the next order opera-
tors. It can be easily checked that all operators M̂k of
even order k are zero. The first non-vanishing correc-
tion to M̂1 is thus given by the third order operator M̂3.
When interested in the stationary distribution only, the
terms which enter this operator and which are associated
to transients can be disregarded and one can write:

M̂3 · = ∂i
r[V

i
· ], with V i =−

1

2

(

∂k
r ∂l

rb
ij

) (

∂j
rbkl

)

. (40)

The operator M̂3 can be interpreted as an effective drift
in r-space and, for the Kraichnan model, represented as
V i = −2(d2−1)(d−2 + 4h)h2St2(r)ri. The functional
form of this drift implies that the first non-vanishing cor-
rections to the uniform distribution are proportional to
St(r). Indeed, for isotropic flows one can look for a so-
lution p(r), which depends only on the modulus r of
its argument. In this case Eq. (38) becomes an ordi-
nary differential equation of Fokker-Planck type. Look-
ing for a non-flux solution one readily obtains the de-
sired p(r). In rough flows (h < 1), one has ln p(r) ∼
[(d + 1)(d − 2 + 2h)h2/(1 − h)] St(r) and the local corre-
lation dimension behaves as

d2(r) $ d −
2d(d + 1)(d − 2 + 4h)h2

d − 2 + 2h
St(r). (41)

Note that the second term on the right-hand side of the
above expression disappears for h → 0, confirming once
again the finding of the previous Sections about the de-
crease of clustering going from smooth to rough flows.
For differentiable carrier flows (h = 1), the distribution
has algebraic tails: ln p(r)∼−2(d + 1)(d + 2)St ln r, and
hence the correlation dimension behaves as

D2 = d − 2(d + 1)(d + 2) St + O(St2). (42)

The dimension deficit d − D2 is equal to 24St for two-
dimensional flows and to d − D2 = 40St for three-
dimensional ones. The latter result is in agreement with
the dimension deficit of the Lyapunov dimension reported
by Wilkinson et al. in [33]. The above predictions on
the dimension deficit, for smooth flows, are in very good
agreement with numerical simulations in two and three
dimensions, see Fig. 8. We conclude this Section by
noticing that in time-correlated random smooth flows,
as well as in developed turbulence, the dimension deficit
has been shown to be ∝ St2 [5, 11, 39, 40]. Therefore,
including temporal correlations seems to be crucial to re-
produce the details of the small-Stokes statistics of tur-
bulent suspensions.

10
-2

10
-1

10
0

10
-3

10
-2

10
-1

2
-D
2

St

d=2

10
-2

10
-1

10
0

10
-3

10
-2

10
-1

d=3

FIG. 8: Dimensional deficit 2 − D2 versus St in d = 2 for
smooth flows (h = 1). Inset: same for d = 3. Points rep-
resent numerical results and the straight line corresponds to
the perturbative predictions given by (42) for d = 2 and 3
respectively.

VII. LARGE STOKES NUMBER
ASYMPTOTICS

Particles with huge inertia (St & 1) take an infinite
time to relax to the velocity of the carrier fluid. They
become therefore uncorrelated with the underlying flow
and evolve with ballistic dynamics, moving freely and
maintaining, almost unchanged, their initial velocities.
This limit is particularly appealing for deriving asymp-
totic theories [16]. In this Section, we focus on two as-
pects, namely the problem of the recovery of homoge-
neous/uniform distribution for St & 1 and the problem
of the asymptotic scaling for the statistics of the particle
separation and of the velocity differences.

A. Saturation of the correlation dimension

Ballistic particles injected homogeneously and uni-
formly remain so [41]. Hence for the correlation di-
mension associated with their distribution (13) one has
D2 = d. This result follows directly from the Fokker–
Planck equation (4), which can be seen as an advection-
diffusion equation in phase space. The effective flow is
compressible because of the term −∂vv/τ but, in the
limit St → ∞, it becomes negligible and the equation
reduces to diffusion plus advection by an incompressible
flow. The resulting stationary pdf is thus uniform in
phase space and hence in its projection in position space.
Moreover, as particle velocities and fluid flow are uncor-
related and consequently the particles are not correlated
with each other, the exponent Γ which characterizes the
small-scale behavior of the approaching rate (see Sec-
tion III) vanishes. Thus D2→d and Γ→0 for St→∞.

This asymptotic regime can be achieved via two possi-
ble scenarios: (a) asymptotic convergence of D2 to d, and

No analytic form yet, not even 
for the Lyapunov exponents
(Piterbarg, Wilkinson & Mehlig, 
Falkovich et al., Horvai & Fouxon)

Small-Stokes number asymptotics
WKB (Wilkinson & Mehlig 2004)

Stochastic averaging techniques (JB, Cencini, Hillerbrand & Turitsyn 2007)

Problem = non relevant limit + diverging series (singular limit)

Only solved case = 1D (Derevyanko, Falkovich, Turitsyn & Turitsyn 2007)
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Ṙ

∝ σ1 R

σ1 = R · Ṙ/R2

σ2 = |R × Ṙ|/R2

σ̇ = −σ/τ − σ2
+

√
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FIG. 1: Reduced dynamics (8) – (10) for h = 0.7. The dot-
ted lines represent the drift and a random trajectory with
St(L) = 1 is shown as plain line. (a) full (σ1, σ2, ρ)-space, (b)
projection on ρ = 0 plane, and (c) on the σ2 = 0 plane.

(σ1,σ2)-plane, approaching the stable line from its right.
It is during these loops that the inter-particle distance
|R| becomes substantially small. The loops thus provide
the main mechanisms for cluster formation.

Velocity statistics

Numerical simulations show that the probability den-
sity function (PDF) of the longitudinal velocity differ-
ence σ1 displays algebraic tails at large positive and neg-
ative values (see Fig. 2). As we will now see, these
power-law tails are a signature of the above-mentioned
large loops that are performed by the trajectories in
the (σ1, σ2). Let us consider the cumulative probabil-
ity P<(x) = Pr (σ1 < σ) for σ!−1. This quantity can
be estimated as the product of (i) the probability to start
a sufficiently large loop in the (σ1, σ2)-plane that reaches
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FIG. 2: Probability distribution of the longitudinal velocity
difference σ1 in log-log coordinates for St(r0) = 1 and various
values of the Hölder exponent h of the carrier flow. In all
cases, power-law tails are observed. Inset: exponent α of
the algebraic tail as a function of the fluid velocity h; the
theoretical prediction is represented as a dotted line.

values smaller than σ and (ii) the fraction of time spent
by the trajectory at σ1 < σ. Within a distance of or-
der unity from the line σ1 = σ2 = 0, it is assumed that
the quadratic terms in the drift are negligible. σ1 and σ2

can then be approximated by two independent Ornstein–
Uhlenbeck processes. Conversely, at sufficiently large dis-
tances from that line, only the quadratic terms in the
drift contribute and the noise is negligible.

Within this simplified dynamics, a loop is initiated at
a time t0 for which σ1(t0) < −1 and σ2(t0) ! |σ1(0)|.
Once these conditions are fulfilled, the trajectory per-
form a loop in the (σ1,σ2)-plane and both |σ1(t)| and
σ2(t) become very large. The maximum distance from
the stable line, which gives an estimate of the loop ra-
dius, is reached when σ2 has become of the order of |σ1|.
Let denote by t∗ at time at which this happens, namely
such that σ2(t∗)/|σ1(t∗)| = O(1). One can easily check
(see [13]) that when neglecting the noise, this condition
leads to estimate the loop radius as

|σ1(t∗)| ∝ [σ1(t0)+ρ(t0)/τ ] |τσ1(t0)|h (τσ2(t0))−h. (12)

For reaching values σ1 <σ!−1, the radius of the loop has
to be larger than |σ|. From (12) this implies that σ2(0)
has to be smaller than |σ|−1/h. In order to evaluate the
contribution (i), one has to estimate from the near origin
dynamics what is the probability to have σ1(0) <∼ −1 and
σ2(0) < |σ|−1/h. From the approximation that close to
the line σ1 = σ2 = 0, the two velocity differences σ1 and
σ2 behave as independent Ornstein–Uhlenbeck processes,
the first condition gives an order unity contribution while
the second has a probability ∝ |σ|−1/h. For estimating
(ii), we then neglect the noise in the dynamics far from
the stable line. The probability is then given by the the
fraction of time spent at σ1 < σ which is proportional
to σ2(0)∝ |σ|−1/h. Put together, the two contributions
yield P<(x) ∝ |σ|−2/h when σ ! −1. Thus the negative
tail of the PDF of the longitudinal velocity difference σ1

behaves as a power-law ∝ |σ|−α with α = 1 + 2/h.
During the large loops, the trajectories equally reach

large positive values of σ1 and of σ2. Again the fraction
of time spent at both σ1 and σ2 larger than σ % 1 can be
estimated as σ−1/h. Hence, the PDF of both longitudinal
σ1 and transversal σ2 velocity differences have algebraic
left and right tails with exponent α. Both tails are shown
in Fig. 2, where the inset shows that the numerical mea-
surements are in good agreement with the predicted value
of α. The relation between α and the Hölder exponent h
implies in particular that α = 3 in the smooth case, while
it increases with decreasing h. Moreover, it is straight-
forward to check from (8) – (10) that during the loops
ρ(t) ∝ ρ(t0)h when ρ(t0)! 1. Hence it becomes less and
less probable to reach smaller values of ρ as h decreases.
This suggests that particle clustering becomes weaker in
rough velocity fields. Such a prediction is confirmed in
next Section by more quantitative measurements.

Finally it should be pointed out that the change of vari-
ables (5) – (7) can be equally applied in three dimensions.
As already stated, this yields an additional Itô-term in

Z = σ1 + i σ2

−1/τ σ

Reduced dynamics
Two-point motion can be written as a system of SDE with 
additive noise (Piterbarg, Wilkinson et al.)

Two dimensions (          )d = 2

∝ σ2 R

σ̇1 = −σ1/τ − [σ2

1 − σ2

2 ] +
√

Cη1,
σ̇2 = −σ2/τ − 2σ1σ2 +

√

3Cη2.

Ṙ = σ1 R

One dimension (          )d = 1

Caustics 

= loops

≈ Anderson localization

complex potential



! → ∞

! → 0

St(!) → 0

St(!) → ∞

!

St(!) = τ/τ! = ε1/3τ/!2/3

Inertial-range clustering ?
Case of non-differentiable Kraichnan: particle dynamics at  
scale     depends on a local (scale-dependent) Stokes number 

inertia becomes negligible

particles move almost
ballistically

Falkovich, Fouxon, Stepanov 2003
JB, Cencini, Hillerbrand 2007
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d2(r) → d as well. This is due to the fact that at these
scales the Lagrangian motion becomes much slower than
the relaxation time of the particles. The particles thus re-
cover the tracer limit and distribute homogeneously. As
we will see in Section VI the local dimension d2(r) tends
linearly to the space dimension d when St(r) → 0 with
a factor whose dependence on h and d can be obtained
analytically by perturbative methods.

The radial distribution function and hence the correla-
tion dimension give only partial information on the rate
at which particles collide. Indeed, in order to evaluate
the collision rate, one needs to know not only the proba-
bility that the particles are close to each other, but also
their typical velocity difference. Here, following [18], we
study the approaching rate κ(r) defined as the flux of
particles that are separated by a distance less than r and
approach each other, i.e.

κ(r) = 〈Ṙ · R/|R|Θ(−Ṙ · R/|R|)Θ(r − |R|)〉 , (15)

where Θ denotes the Heaviside function and the average
is defined on the Lagrangian trajectories. As detailed
in [18], κ(r) is related to the binary collision rate in the
framework of the so-called ghost collision scheme [23].
Within this approach collision events are counted while
allowing particles to overlap instead of scattering. At
small separations, κ(r) behaves as a power law. This
algebraic behavior allows defining a local Hölder exponent
γ(r) for the particle velocities

γ(r) =
lnκ(r)

ln r
− d2(r) . (16)

In the above definition the contribution from clustering,
accounted for by the local correlation dimension d2(r),
is removed. The local Hölder exponent γ(r), similarly
to d2(r), tends to a finite limit Γ as r → 0 which, for
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FIG. 3: Local correlation dimension d2(r) versus the scale-
dependent Stokes number St(r) = D1τ/r2(1−h) for two-
dimensional flows with different h. Symbols denote different
particle response times τ . For h = 1, D2 = d2(r → 0) is
displayed and St(r) = St = D1τ .

particles suspended in a smooth flow (h = 1), depends
non-trivially on the Stokes number.
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FIG. 4: Ratio between the local Hölder exponent γ(r) of the
particle velocity and that of the fluid h versus St(r). The
symbols in each curve refer to different values of the particle
response time τ . As in Fig. 3, for h = 1, the small scale
limiting value Γ is depicted.

Figure 4 shows numerical estimations of γ(r)/h as a
function of St(r) for various values of h. In the smooth
case (h = 1), the limit value Γ decreases from Γ = 1 for
St=0, which corresponds to a differentiable particle ve-
locity field, to Γ=0 for St→∞, which means that parti-
cles move with uncorrelated velocities [16]. The fact that
Γ < 1 is due to the contribution of caustics appearing in
the particle velocity field [15, 18, 24, 25, 26] (see Sect. V
for a discussion in d = 1). Similarly, in non-smooth flows
γ(r) is asymptotically equal to the fluid Hölder expo-
nent h at large scales (St(r) → 0), and approaches 0 at
very small scales (St(r)→∞). Therefore, all the relevant
information is entailed in the intermediate behavior of
γ(r). The latter should only depend on the fluid Hölder
exponent and on the local Stokes number, as confirmed
by the collapse observed in Fig. 4. Note that the tran-
sition from γ(r) = h to γ(r) = 0 shifts towards larger
values of the local Stokes number and broadens as h de-
creases. The fact that γ(r) = h for r → ∞ implies that
the particles should asymptotically experience Richard-
son diffusion just as tracers (see Sect. IV for details). For
comments on how the findings reported in this Section
translate to realistic turbulent flows, we refer the reader
to Section VIII.

IV. STRETCHING RATE AND RELATIVE
DISPERSION

This Section is devoted to the study of the behavior of
the distance R(t) between two particles at intermediate
times t such that R(0) & R(t) & L. For convenience,
we drop the reflective boundary condition at R = L and
consider particles evolving in an unbounded domain.

Both the scale-invariance 
of the fluid flow and that 
of the particle distribution 
are broken

St(!) = D1τ/!2(1−h)



St = 0.16

St = 0.8St = 3.3

Rλ = 185

Particles in turbulent flow

Modulus of 
acceleration 

Real flow have structure and particle distribution correlates with 
the acceleration field



Coarse-grained density
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Poisson

Algebraic tails 
(signature of voids)

p(ρ) ∝ ρ
α(τ,r)

τ ↓

Tails faster 
than 
exponential



δrp ∝ (εr)2/3

Γr,τ ∼ τ/r4/3

Γr,τ ∼ τ/r5/3

Rλ = 185

Time scales of clustering
The local Stokes number                               is not relevant

Non dimensional contraction rate

St(!) = ε1/3τ/!2/3

When inertia is very weak: Maxey’s approximation

Rate at which a particle blob with size    is contracted

The question of pressure scaling has (at least) two answers

K41:

Sweeping 

Ẋ ≈ v(X, t) = u(X, t) − τ [∂tu + u · ∇u]
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τηΓ = 2.1 10
−3

Scalable deviations from uniformity
Mass distribution depends only on

τηΓr,τ ∼ Re1/4 St(r/η)5/3
∼ Re−1 St(r/L)5/3

τηΓ = 7.9 10
−3

τηΓ = 4.8 10
−4



γ

Mass transport model
Find models belonging to the same universality class

Discreteness in time and space

At each time step some (randomly chosen with probability    ) 
cells eject a fraction of their mass to their neighbors

Parameter =      ejection rate 

JB, R. Chétrite 2007

p



times
m0 ≈ 1

mN ≈ (1 − γ)N

Prob = p
N (1 − p)2N

⇒ α(γ) =
ln p(1 − p)

ln(1 − γ)

Tim
e

Prob = [p2(1 − p)]N M

mN M =
1 − [1 − (1 − γ)]N ]M

(1 − γ)N
⇒ p(m) ∝ exp(−C m lnm)

Tails
Right tail = algebraic

Left tail = super-exponential



mj(t + δt) = (1 − 2γj)mj(t) + γj−1mj−1(t) + γj+1mj+1(t)

δt, δx → 0 ∂tm = ∂2

x
[γ(x, t) m]

γ(x, t)

γ(x, t)

Relation with RWRE
Ejection rate depends on space

Evolution of mass:
γj , mj

j

one-point distribution for a 
random walk in the time-
dependent environment
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γ0 = 1, 2, 4

iid uniformly in [0, γ0]



Conclusions
Clustering
Of two kinds, depending on the observation scale: multifractal in 
the dissipative range, dependent only on a rescaled contraction 
rate in the inertial range. Some attempts to get analytical forms 
for the mass distribution.
Use of more refined cluster analysis tools to study the dynamics 
of particle clusters: how do they form, how long do they live?
Correlation of particle positions with the flow structures requires 
to understand the inertial-range distribution of acceleration.

Collisions / Velocity statistics

Clean-up the scaling properties of particle velocity differences

Understand the limit of validity of the ghost-collision approach


