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where the relevant power spectrum of ρ2σv is simply

P ρ2σv(k, z) =
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dn
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Here
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∫ z

0

dz

H(z)

is the distance to a position of redshift z, b(M, z) is the halo bias function, FT{[ρ2σv]h} is the Fourier transform of
the halo profile, and Plin(k, z) refers to the linear power spectrum at redshift z.
The expressions in this section may be applied to any general velocity-dependent annihilation cross section. We will

discuss the case of p-wave annihilation now, which commonly appears in various supersymmetric models, for example.

III. APPLICATION TO ANNIHILATION WITH P-WAVE

For s-wave annihilation, σv = [σv]0, a constant. Then the intensity spectrum is simply
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The quantity k FT{ρ2h}(k|M, z) for the NFW halo profile that we use approaches a constant in the asymptotic k → ∞
limit (see Appendix D 1). Note that, due to the normalization with mean intensity, the angular power spectrum does
not depend on the value of the annihilation cross section, [σv]0. In fact, it is a desirable property of the angular power
spectrum that it is independent of any uniform constants appearing in the intensity distribution, including constant
intensity boost factors that may be associated with halo substructures or non-thermal relic effects, or intensity
suppression factors due to p-wave suppression or co-annihilations during freeze out.
For p-wave annihilation, the velocity-weighted annihilation cross section is

σv = a+ bv2 = [σv]0

(

1 +
b

a
v2
)

where [σv]0 = a and b are constants, and the cross section halo profile is simply given by Eq. (B2). In this case, if
there is significant dark matter annihilation with square relative velocities ! a/b, then the distribution of produced
gamma-rays is coupled to the cosmic dark matter velocity distribution in such a way that regions of high-velocity
particles will appear brighter. The intensity spectrum with p-wave annihilation is

〈Iγ〉 (Eγ) = [σv]0

∫

dz
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W ((1 + z)Eγ , z)
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ρ2
(
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a
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(z) (7)

WIMPs in equilibrium in early Universe, may freeze-out with 
significant relic abundance

2

I. INTRODUCTION

Based on one simple interpretation of astrophysical observations, in the context of ΛCDM cosmology, it is estimated
that about 83% of the matter in the Universe is dark matter, and that this matter accounts for 23% of the Universe’s
total energy content [1, 2]. One theory that accounts for the presence of this matter is that of the weakly interacting
massive particle (WIMP). In this paradigm, the WIMP is a new stable particle that is produced spontaneously in
the early Universe during the Big Bang. WIMP interactions with the Big Bang plasma, for example through WIMP
pair production and annihilation, keep its abundance in thermal equilibrium until the Universe becomes too cool
to produce new WIMP particles. Annihilation of these particles becomes rare once the rate of expansion of the
Universe exceeds the rate of particle annihilation, and the remaining WIMP abundance is said to freeze out. This
thermal production of a dark matter relic generates the correct amount of dark matter in our Universe if the WIMP’s
relative-velocity-weighted annihilation cross section is of the average magnitude [σv]f ∼ 3× 10−26 cm3/s at the time
of freeze out. If this is the correct theory of dark matter, then we would expect annihilations to be occurring today,
predominantly in the densest regions of the Universe. Observation of products from these annihilations not only
would give us information about the particle physics nature of the WIMP, but properties of an extragalactic signal
also would be rich in information about the large scale structure of matter.
There is an ongoing endeavor to search for signatures of dark matter annihilation in cosmic signals including gamma

rays, cosmic rays, and neutrinos. These are looked for: in nearby point sources like the sun, galactic center, and nearby
dwarf galaxies; in the diffuse galactic halo; and in the extragalactic distribution [3]. Indirect signals have already
indicated unexpected features. PAMELA [4] observes a larger than expected positron fraction in the energy range of
60− 100 GeV, and FGST sees more cosmic electrons than expected at around 500 GeV [5]. It is possible that these
anomalies will be understood in terms of improved models of emission from supernova remnants [6], or pulsar wind
nebulae [7]. Using observations from one indirect signal to constrain these astrophysical models generates predictions
for other indirect signals [8]. As our understanding of these more standard astrophysical emission processes improves,
it becomes more likely that emissions from dark matter annihilation might be extracted. If such a signal is to be
identified, precise theoretical predictions of its properties are imperative.
Early estimates of gamma-ray mean intensity and angular power spectrum from extragalactic dark matter an-

nihilation used the spherical halo model of large scale structure [9]. The simplest WIMP model was used with
σv ∼ 3× 10−26 cm3/s and a parametrization of the annihilation spectrum motivated from the minimally supersym-
metric standard model (MSSM). This formalism was recently generalized to take into account any theory of dark
matter annihilation, and a study of different particle physics effects on the mean intensity spectrum of annihilation
was presented [10]. It is found that in many models the annihilation cross-section is velocity dependent and this has
a large impact on the calculation of intensity. Examples of velocity-dependent effects in the annihilation cross section
include a p-wave component [11], Sommerfeld enhancements and resonances [12], Breit-Wigner resonances [13], and
combinations thereof. In this work, we revisit this general formalism, presenting it in a simpler form, and we extend it
to the application of calculating the angular power spectrum of the extragalactic annihilation gamma-rays for general
velocity dependence of the annihilation cross-section. The present work applies this formulation to the case of p-wave
annihilation (the formalism can be applied to the other cases of velocity-dependent annihilation in future work), and
offers some preliminary results.
The halo model of large scale structure seems to be an appropriate paradigm for these calculations. Annihilation

within smooth halos is dominated in the cores of the halos where the number density is largest. Since halos are
predicted by simulations to contain dense substructures, these will also need to be accounted for in order to produce
realistic predictions. Current estimates show that the contribution of substructure to extragalactic annihilation within
a large halo can increase the signal by a factor on the order of 100, while the galactic signal seen from within the halo
is increased by substructure by a factor of only a few [14]. This subhalo effect is not accounted for in this early work
and will require attention.
For simplicity, this work assumes that dark matter is distributed throughout the universe in spherical halos. Al-

though halos in general are predicted by simulations to be tri-axial, their cores are nearly spherical. We assume
universal radial profiles of the halos’ matter density and velocity dispersion, dependent only on the halo’s mass and
redshift. The velocity distribution is currently approximated to be isotropic (equal radial and transverse velocity
dispersion), which is indicated by simulations to be correct deep in the halo cores [15]. Where necessary, we assume
a locally Maxwell-Boltzmann distribution of the particles, specified by the velocity dispersion at each position[16].
This knowledge is used to determine the average local relative velocity between any two dark matter particles at a
particular position. All other needed halo properties, such as concentration, are uniformly taken to be at the ensemble
average for the given redshift and halo mass.
For this calculation, it also makes sense to use the rigid halo approximation: far from the halo centers, the dark

matter density is low and annihilations are rare, so we may assume the density vanishes beyond some appropriate
radius from the halo. Contributions due to overlapping (i.e. merging or unrelaxed) halos are expected to be small
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Figure 8: Different emission components. The top left panel shows an all-sky map of the main halo’s diffuse emission (averaged for different observer positions

and over azimuth), while the top right panel shows the emission from all resolved subhalos, from a random position on the Solar circle. The luminosities assigned to

each subhalo include their contribution for all unresolved (sub-)substructure. For simplicity and for better graphical reproduction they have been represented as point

sources that were smoothed with a Gaussian beam of 40arcmin. The bottom left panel gives the expected surface brightness from all unresolved subhalos down to the

free streaming limit, assuming a spherically symmetric halo. This is a very smooth component over the sky that dominates the total flux (its integrated flux is nearly

1.9 times the integrated flux from the main halo). Finally, the bottom right panel shows the total surface brightness from all components together. All maps show the

surface brightness in units of the main halo’s diffuse emission, and use the same mapping to color scale, except for the map of the resolved substructures, where the

scale extends to considerably fainter surface brightness.
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more massive galaxies in the local group were considered
in [25], potentially dark subhalos were studied in [26, 27,
28, 29, 30, 31], and the prospects of detecting microhalos
were explored in [32, 33].

In comparison to previous studies of dSphs, our work is
the first to combine theoretical predictions for CDM halo
profile shapes and normalizations with specific dynami-
cal constraints for each observed system. Though the
observed velocity dispersion profiles are equally well fit
by both central density cores and cusps, we restrict our-
selves to inner profile shapes ρ ∝ r−γ with γ " 0.7 − 1.2
[34, 35], because this is what is expected for the sub-
set of dark matter candidates that actually annihilate
into photons (CDM). We show that the primary uncer-
tainty in the smooth dark matter flux contribution for
CDM halos comes not from the relatively narrow range
of central cusp slopes, but from the density and radius
normalization parameters, ρs and rs for the halo. As we
show below, the published velocity dispersion data along
with the predicted relations between ρs and rs for CDM
halos allow a tight constraint on the dark-halo density
contribution to the annihilation signal.

While the value of the expected flux signal for each
dSph is sensitive to the (unknown) nature of the under-
lying dark matter candidate, we demonstrate that the
relative flux from system-to-system is significantly con-
strained. Ursa Minor is the most promising dSph can-
didate for detection and we present the expected γ-ray
flux ratios between the remaining five dSphs and Ursa
Minor. We also demonstrate that enhancement of the
signal due to the presence of substructure in dSph halos
themselves increases the predicted fluxes by at most a
factor of ∼ 100.

This paper is organized as follows. In section II, we
discuss the γ-ray annihilation signal expected from CDM
halos and the enhancement of the flux due to the presence
of substructure within the dSph dark matter halos. In
section III we discuss the dynamical modeling of the dSph
galaxies. In section IV we present our results, and we
conclude in section V. Throughout the paper, we assume
a ΛCDM cosmological model with Ωm = 0.3, ΩΛ = 0.7,
h = 0.7 and σ8 = 0.9.

II. GAMMA-RAYS FROM ANNIHILATION IN
COLD DARK MATTER HALOS

The γ-ray flux from dark matter annihilation in a dark
matter halo with characteristic density ρs and radius rs

at a distance D may be written as

dNγ

dAdt
=

1

4π
P [〈σv〉, Mχ, dNγ/dE] L(ρs, rs,D). (1)

We have explicitly divided the flux into a term that de-
pends only on the dark matter particle and its annihila-
tion characteristics, P(〈σv〉, Mχ, dNγ/dE), and one that
depends only on the density structure of the dark mat-
ter halo, the distance to the halo, D, and the angular

size over which the system is observed, L(ρs, rs,D). The
structure quantity L is defined as

L =

∫ ∆Ω

0

{
∫

LOS
ρ2[r(θ,D, s)] ds

}

dΩ (2)

where the integral is performed along the line of sight over
a solid angle ∆Ω = 2π(1−cos θ). The term that contains
the microscopic dark matter physics is given explicitly as

P =

∫ Mχ

Eth

∑

i

dNγ,i

dE

〈σv〉i
M2

χ
dE. (3)

Here, the mass of the dark matter particle is Mχ, the an-
nihilation cross section to a final state “i” is 〈σv〉i, and
the spectrum of photons emitted from dark matter anni-
hilation to that final state is dNγ,i/dE. Our goal is to use
observed velocity dispersion profiles to empirically con-
strain the L term. This allows observations from γ−ray
telescopes to more effectively constrain the particle na-
ture of dark matter through P .

A. Photon spectrum and cross sections

As a fiducial case, we consider neutralino dark matter
in order to determine an appropriate value for P . Neu-
tralino annihilation to a photon final state occurs via: (1)
loop diagrams to two photons (γγ), each of energy Eγγ =
Mχ; (2) loop diagrams to a photon and a Z0 boson (γZ0)
with a photon energy of EγZ0 = Mχ[1 − (Mz0/2Mχ)2];
and (3) through an intermediate state that subsequently
decays and/or hadronizes, yielding photons (h). For this
latter case, the resulting photon spectrum is a continuum
and is well-approximated by [12]

dNγ,h

dE
= α1

E

Mχ

(

E

Mχ

)−3/2

exp

[

−α2
E

Mχ

]

(4)

where (α1, α2) = (0.73, 7.76) for WW and Z0Z0 final
states, (α1, α2) = (1.0, 10.7) for bb̄, (α1, α2) = (1.1, 15.1)
for tt̄, and (α1, α2) = (0.95, 6.5) for uū. The cross sec-
tions associated with these processes span many orders
of magnitude. For the direct annihilation to a γγ or γZ0

final states the maximum presently allowed value of the
annihilation cross section to these final states is roughly
∼ 〈σv〉γγ,γZ0 ∼ 10−28cm3s−1. The total cross section
associated with photon emission from the hadronization
of the annihilation products has a corresponding upper
bound of 〈σv〉h ≈ 5 × 10−26cm3s−1. In the most opti-
mistic scenario, where the cross sections are fixed to their
highest value and the mass of the neutralino is ∼ 46 GeV,
so that P = PSUSY ≈ 10−28cm3s−1GeV−2.

The value of P will be different for different dark mat-
ter candidates. For example, in models of minimal uni-
versal extra-dimensions, the annihilation cross section
and the mass of the lightest Kaluza-Klein particle can
be significantly higher than what we assumed here (e.g.,

{ }
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The gamma-ray flux is:
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well-described by a Gaussian distribution (Muñoz et al. 2005, 2006; Walker et al. 2007, 2009; Geha et al.

2009b) and we include the dispersion arising from both the motion of the stars and the measurement errors

as Strigari et al. (2007):

L(A ) ≡ P({vi}|A ) =

n
∏

i=1

1
√

2π(σ2
los,i
+ σ2

m,i
)

exp
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−
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(vi − u)
2

σ2
los,i
+ σ2

m,i


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









, (6)

where {vi} are the individual l.o.s. stellar velocity measurements and σm,i are the measurement errors on

these velocities. The mean l.o.s. velocity of the dwarf galaxy is denoted by u. The full set of astrophysical

parameters isA = ρs, rs,Υ$, β, u, and we discuss the two new parameters Υ$ and β below. The theoretical

l.o.s. dispersion, σlos, is the projection of the 3D velocity dispersion on the plane of the sky and this is

determined using the Jeans equation (see Binney & Tremaine 1987) once A is specified. Υ$ is the stellar

mass to light ratio and it sets the mass of the baryons in these dwarf galaxies given the stellar luminosity.

The velocity dispersion anisotropy is β ≡ 1 − σ2
t
/σ2r , where σt and σr are the tangential and radial velocity

dispersion of the stars (measured with respect to the center of the dwarf galaxy). We assume that β is

constant for this analysis. The probability of the astrophysical parameters,A given a data set {vi} is obtained

via Bayes’ theorem: P(A |{vi}) ∝ P({vi}|A )P(A ). The prior probability, P(A ), for the halo parameters,

{rs, ρs} is based on ΛCDM simulations (Diemand et al. 2007; Springel et al. 2008) and described in detail

in Martinez et al. (2009). For Υ$ we take the prior to be uniform between 0.5 and 5, and for β the prior is

uniform between −1 and 1.

The astrophysical factor J after marginalization over all the parameters inA for each dwarf galaxy

within an angular region of diameter 1◦ is given in Table 4. The chosen 1◦ region for the calculation of J

is a good match to the LAT PSF at energies of 1 − 2 GeV where most of the models under consideration

are best constrained. At lower energies, the PSF is significantly larger, but beyond 1 ◦ the dwarf dark matter

density has a negligible impact on the overall J computation, and at higher energies, the statistics with the

current data are rather limited. Note that, due to their uncertain nature as true dark matter dominated dSphs

or large uncertainties in their dark matter content, the Segue 2, Willman 1, and Bootes II dSphs have not

been considered in this analysis. In addition, new stellar data on Segue 1 and Bootes II are being currently

reduced and will be used in a forthcoming publication. We also exclude Ursa Major I, Hercules, and Leo

IV, because their J values are smaller than those of the rest of the sample, yielding a final sample of 8 dSphs

used for the dark matter constraints.

In principle, annihilations in cold and dense substructure in the dwarf galaxy halo can increase J.

However, previous studies have shown that this boost due to annihilations in substructure is unlikely to be

larger than a factor of few (see e.g. Martinez et al. 2009). Similarly, a boost in the annihilation cross-section

in dwarfs due to a Sommerfeld enhancement (e.g. Arkani-Hamed et al. 2009), where the annihilation cross-

section depends on the relative velocity of the particles, would increase the expected gamma-ray signal and

improve our constraints. In order to be conservative, we have not included either of these effects.

Data Model parameters
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FIG. 4: Examples of the flux spectrum of Ursa Minor for
three cases where the quanitities (log10 ρs, log10 rs, Mχ) take
the values of (7.4,0.033,46) depicted with the long-dashed
line, (7.9,-0.067,46) shown as a short-dashed line, and (7.9,-
0.067,500) shown as the dot-dashed line. The value of L

that corresponds to these 3 cases is [2.08 × 1014, 1.25 ×

1015, 1.25 × 1015]GeV cm−2s−1 respectively. The units for ρs

are M" kpc−3, while rs is in kpc and Mχ in GeV. No en-
hancement of flux from substructure is included; substructure
could increase the flux by up to a factor of 100, increasing the
prospects for detection. The calculated flux is integrated over
an angular region of radius 0.1 degrees centered on the dSph,
and the value of P = PSUSY ≈ 10−28cm3s−1GeV−2, which
corresponds to the most optimistic scenario for supersymmet-
ric dark matter (see Sec. II). Open squares show the am-
plitude of the γ−ray extragalactic emission [74], while filled
circles correspond to the galactic emission of γ-rays at high
galactic latitudes [75].

ρsr
3−δ(rc)
s , which explains the flat parts of the contours

in Fig. 3 (where they overlap with the CDM priors).

The contours in ρ2
sr

3
s − ρs plane in Fig. 3 have been

calculated assuming a smooth dark matter distribution.
The flux enhancement due to the presence of substruc-
ture will be discussed below. We have used P = PSUSY =
10−28cm3s−1GeV−2, which corresponds to the most opti-
mistic scenario for neutralino CDM. For other dark mat-
ter candidates, the fluxes shown should be rescaled by a
factor of P/PSUSY.

Figure 3 shows that the most promising candidates for
detection are Ursa Minor & Draco, with the largest flux
coming from Ursa Minor. These two dSphs have fluxes
∼ 10−11 cm−2s−1, within potential reach of upcoming γ-
ray detectors. For example, the integral sensitivity for
a 5-σ detection in 5 years of exposure with GLAST in
the signal dominated regime (energies above ∼ 5 GeV)
is ∼ 3 × 10−11cm−2s−1, and therefore these two dSphs
should be prime targets for observation with GLAST.

The various lines in Fig. 3 show flux levels for different
solid angles of integration centered on the dSph. Because
most of the flux from a dark matter halo described with
an NFW profile originates from the region inside of rs,
integrating over an area that is larger than the appar-
ent angular extent subtended by rs does not lead to a
marginal increase in the flux (see e.g. Eq. (8)). For a
dSph at a distance D this angular extent is tan−1[rs/D].
Integrating over an angular area which has a apparent
radius smaller than rs leads to a reduction in flux (see
e.g. Eq. (7)). This is shown with the dot-dashed contours
in Fig. 3, where the solid angle is 0.1 degrees relative to
the solid contours which are for 2 degrees.

In order to quantify the prospects for detection we con-
sider the following examples. If a region of radius 0.1
degrees centered on Ursa Minor is integrated upon with
GLAST (with an orbit-averaged area of Aeff ∼ 2×103cm2

[76]) for 5 years, and P ≈ 10−28cm3s−1GeV−2, then the
range in the number of photons expected is ∼ [5 − 35]
based on the allowed range of values in the ρs − rs plane.
Integrating over the same region with a Čerenkov de-
tector (such as VERITAS (atmospheric) or HAWC (wa-
ter)) has the advantage of a much larger effective area
(Aeff ∼ 108cm2), but the disadvantage of a much larger
background (due the hadronization of cosmic rays) and
much smaller integration timescale (of order hours in-
stead of years). For ground detectors such as VERITAS,
or HAWC, with an effective area Aeff ∼ 108cm2, and as
an example, 50 hours of integration, the corresponding
range in the number of photons expected is [10-70]. For
this latter estimate we assume P ≈ 10−31cm3s−1GeV−2

which corresponds to a neutralino of Mχ ∼ 200 GeV and
a threshold energy of ∼ 100 GeV.

As can be inferred from Fig. 3, the predicted fluxes
are roughly similar to within two orders of magnitude.
If a γ-ray flux is detected in the direction of, for exam-
ple, Ursa Minor, then from the allowed ρs−rs parameter
space of Ursa Minor we can determine the range of ex-
pected fluxes for the remaining five dSphs, by taking into
account the respective allowed ρs − rs parameter space
in each case. Table II provides the flux ratios expected
relative to a flux measurement from Ursa Minor. We cal-
culate these flux ratios by considering the highest and
lowest flux in the ρ2

sr
3
s −ρs parameter space which is also

consistent with the CDM priors (shaded areas in Fig. 3).
If the highest flux predicted from Ursa Minor is Φmax

UMI
and the minimum is Φmin

UMI, then the range of flux ratios
from the rest dSphs relative to the flux from Ursa Minor
is Φmax

dSph/Φmin
UMI − Φmin

dSph/Φmax
UMI. We calculate flux ratios

for two different angular integrations, such that combi-
nations of the two removes any correlations between the
allowed regions by the inclusions of the distance to each
dwarf, i.e., a same allowed value of ρ2

sr
3
s in for example

two different dSphs does not necessarily correspond to
the same flux (recall that the angular extent of rs for a
dSph at D is tan−1[rs/D], and that the flux is propor-
tional to ρ2

sr
3
s). This prediction is quite robust. First,

because measurement of γ-ray fluxes must fall within

Strigari et al., PRD 2007

Data: EGRET galactic and 
extragalactic backgrounds

Theoretical models for 50 and 
500 GeV WIMPs

Best constraints come from 
Ursa Minor (66 kpc) and Draco 
(80 kpc) 

Tyler PRD 2002, Evans et al. 2004, Strigari et al. PRD 2007, APJ 2008
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Fig. 16.— Full sky map (top) and blow-up of the inner Galactic region (bottom) show-
ing sources by source class (see table 5). Identified sources are shown with a red symbol,

associated sources in blue.
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Fig. 1.— Spectral fits to the counts (left panels) and the corresponding residuals (right panels) for the ROIs

around two dwarf spheroidal galaxies, Willman 1 (top panels) and Draco (bottom panels). The lines in the

spectral plots (left panels) are point sources (black), theGalactic diffuse component (blue) and the isotropic

component (red). The black line overlaid to the data points is the best-fit total spectrum in the respective

ROIs. The best-fit power-law models (with Γ = 2 here) for the dwarfs are below the lower bound of the

ordinates. Willman 1 is the worst residual obtained in our sample, while Draco is illustrative of the fit quality

for most ROIs.
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6 Simon et al.

Fig. 2.— (a) Color-magnitude diagram of observed stars in Segue 1. The large black circles represent stars identified as radial velocity
members of the galaxy using our subjective approach, the small black dots represent stars identified as non-members, and the magenta
crosses are spectroscopically confirmed background galaxies and quasars. The red curve shows the location of the red giant branch, subgiant
branch, and main sequence turnoff populations in the globular cluster M92 and the cyan curve shows the location of the horizontal branch
of M13, both corrected for Galactic extinction and shifted to a distance of 23 kpc (data from Clem et al. 2008). (b) Spatial distribution
of observed stars in Segue 1. Symbols are the same as in (a), and the ellipse represents the half-light radius of Segue 1 from Martin et al.
(2008). (c) Velocity histogram of observed stars in Segue 1. Velocities are corrected to the heliocentric rest frame. The filled red histogram
represents stars classified as members, and the hatched black-and-white histogram represents non-members. The velocity bins are 2 km s−1

wide.

Fig. 3.— (a) Distribution of observed stars in velocity and radius. Filled red points represent stars that pass the color and magnitude
selection (at either high or low priority) described in § 2.2, and open black points are stars that lie outside that selection region. Stars
that have been observed multiple times are plotted with their weighted average values. Segue 1 stands out as the large overdensity of stars
near vhel = 200 km s−1 extending out to a radius of ∼ 13′. Based on the distribution of Milky Way stars, it is clear that at small radii
(r ≤ 7′) the risk of contamination of the Segue 1 member sample is very low. In addition to Segue 1, there is also a distinct concentration
of stars near 300 km s−1. (b) Distribution of observed stars in velocity and reduced Ca triplet equivalent width, a proxy for metallicity.
As in the left panel, a large fraction of the Segue 1 members separate cleanly from the Milky Way foreground population. At W′ > 5 Å,
the distributions begin to overlap, and unambiguously classifying individual stars as members or nonmembers becomes more difficult.
Fortunately, relatively few stars are located in this region. It is clear that Segue 1 is more metal-poor than the bulk of the foreground
population, although W′ is a much less accurate metallicity indicator for main sequence stars than giants. The 300 km s−1 structure
appears to be more enriched than Segue 1.

the measured velocities. These calculations are a natural
generalization of the Walker et al. (2009b) EM method.
The method is described in more detail in Paper II and
is summarized here in § 5. In this framework, we find

53 definite members (〈p〉 ≥ 0.9) and 9 further proba-
ble members (0.8 ≤ 〈p〉 < 0.9), plus the 2 RR Lyrae
variables (see § 4.2), but 7 of the stars considered likely
members by the other two techniques receive lower prob-

Simon et al. ApJ 2011
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5

considered in our analysis becomes:

L(D|pW,{p}i) =
�

i

LLAT
i (D|pW,pi)

× 1

ln(10) Ji
√
2πσi

e−(log10(Ji)−log10(Ji))
2
/2σ2

i ,

(1)

where LLAT
i denotes the binned Poisson likelihood that

is commonly used in a standard single ROI analysis

of the LAT data, i indexes the ROIs, D represents

the binned gamma-ray data, pW represents the set of

ROI-independent DM parameters (�σannv� ,mW , and the

annihilation branching ratios bf ), {p}i are the ROI-

dependent model parameters. In this analysis, {p}i in-

cludes the normalizations of the nearby point and dif-

fuse sources and the J-factor, Ji. log10(Ji) and σi are

the mean and standard deviation of the distribution of

log10 (Ji), approximated to be gaussian, and their values

are given in cols. 5 and 6 respectively of Table I.

The fit proceeds as follows. For given fixed values of

mW and bf , we optimize − lnL, with L given in eq. 1.

Confidence intervals or upper limits, taking into account

uncertainties in the nuisance parameters, are then com-

puted using the ‘profile likelihood’ technique, which is a

standard method for treating nuisance parameters in like-

lihood analyses (see e.g., [30]), and consists of calculat-

ing the profile likelihood − lnLp(�σannv�) for several fixed
masses mW , where for each �σannv�, − lnL is minimized

with respect to all other parameters. The intervals are

then obtained by requiring 2∆ ln(Lp) = 2.71 for a one-

sided 95% confidence level. The MINUIT subroutine MI-

NOS [31] is used as the implementation of this technique.

Note that uncertainties in the background fit (diffuse and
nearby sources) are also treated in this way. The cover-

age of this profile joint likelihood method for calculating

confidence intervals has been verified using toy Monte

Carlo for a Poisson process with known background and

Fermi-LAT simulations of galactic and isotropic diffuse
gamma-ray emission. The parameter range for �σannv�
is restricted to have a lower bound of zero, to facilitate

convergence of the MINOS fit, resulting in slight over-

coverage for small signals, i.e. conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-

its. Individual and combined upper limits on the anni-

hilation cross section for the bb̄ final state are shown in

Fig. 1, see also [32]. Including the J-factor uncertainties

in the fit results in increased upper limits compared to

using the nominal J-factors. Averaged over the WIMP

masses, the upper limits increase by a factor up to 12

for Segue 1, and down to 1.2 for Draco. Combining the

dSphs yields a much milder overall increase of the upper

FIG. 1. Derived 95% C.L. upper limits on WIMP annihilation
cross section for all selected dSphs and for the joint likelihood
analysis for annihilation into bb̄ final state. The most generic
cross section (∼ 3 · 10−26 cm3s−1 for a purely s-wave cross
section) is plotted as a reference. Uncertainties in the J-factor
are included.

FIG. 2. Derived 95% C.L. upper limits on WIMP annihilation
cross section for the bb̄ channel, the τ+τ− channel, the µ+µ−

channel, and the W+W− channel. The most generic cross
section (∼ 3 · 10−26 cm3s−1 for a purely s-wave cross section)
is plotted as a reference. Uncertainties in the J-factor are
included.

limit compared to using nominal J-factors, a factor of

1.3.

The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultra-faint satel-

lites with small kinematic datasets and relatively large

uncertainties on their J-factors. Conservatively, exclud-

ing these objects from the analysis results in an increase

in the upper limit by a factor ∼1.5, which illustrates the

robustness of the combined fit.

Finally, Fig. 2 shows the combined limits for all stud-

Also: Geringer-Sameth & Koushiappas 2012
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considered in our analysis becomes

L(D|pW,{p}i) =
�

i

LLAT
i (D|pW,pi)

× 1

ln(10) Ji
√
2πσi

e−[log10(Ji)−log10(Ji)]
2
/2σ2

i ,

(1)

where LLAT
i denotes the binned Poisson likelihood that is

commonly used in a standard single ROI analysis of the

LAT data and takes full account of the point-spread func-

tion, including its energy dependence; i indexes the ROIs;

D represents the binned gamma-ray data; pW represents

the set of ROI-independent DM parameters (�σannv� and
mW ); and {p}i are the ROI-dependent model parame-

ters. In this analysis, {p}i includes the normalizations

of the nearby point and diffuse sources and the J factor,

Ji. log10(Ji) and σi are the mean and standard devia-

tions of the distribution of log10 (Ji), approximated to be

Gaussian, and their values are given in Columns 5 and

6, respectively, of Table I.

The fit proceeds as follows. For given fixed values of

mW and bf , we optimize − lnL, with L given in Eq. 1.

Confidence intervals or upper limits, taking into account

uncertainties in the nuisance parameters, are then com-

puted using the “profile likelihood”technique, which is

a standard method for treating nuisance parameters in

likelihood analyses (see, e.g., [32]), and consists of calcu-

lating the profile likelihood − lnLp(�σannv�) for several

fixed masses mW , where, for each �σannv�, − lnL is min-

imized with respect to all other parameters. The inter-

vals are then obtained by requiring 2∆ ln(Lp) = 2.71 for

a one-sided 95% confidence level. The MINUIT subrou-

tine MINOS [33] is used as the implementation of this

technique. Note that uncertainties in the background fit

(diffuse and nearby sources) are also treated in this way.

To summarize, the free parameters of the fit are �σannv�,
the J factors, and the Galactic diffuse and isotropic back-

ground normalizations as well as the normalizations of

near-by point sources. The coverage of this profile joint

likelihood method for calculating confidence intervals has

been verified using toy Monte Carlo calculations for a

Poisson process with known background and Fermi-LAT
simulations of Galactic and isotropic diffuse gamma-ray

emission. The parameter range for �σannv� is restricted

to have a lower bound of zero, to facilitate convergence of

the MINOS fit, resulting in slight overcoverage for small

signals, i.e., conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-

its. Individual and combined upper limits on the anni-

hilation cross section for the bb̄ final state are shown in

Fig. 1; see also [34]. Including the J-factor uncertainties

FIG. 1. Derived 95% C.L. upper limits on a WIMP anni-
hilation cross section for all selected dSphs and for the joint
likelihood analysis for annihilation into the bb̄ final state. The
most generic cross section (∼ 3 · 10−26 cm3s−1 for a purely s-
wave cross section) is plotted as a reference. Uncertainties in
the J factor are included.

FIG. 2. Derived 95% C.L. upper limits on a WIMP annihila-
tion cross section for the bb̄ channel, the τ+τ− channel, the
µ+µ− channel, and the W+W− channel. The most generic
cross section (∼ 3 ·10−26 cm3s−1 for a purely s-wave cross sec-
tion) is plotted as a reference. Uncertainties in the J factor
are included.

in the fit results in increased upper limits compared to

using the nominal J factors. Averaged over the WIMP

masses, the upper limits increase by a factor up to 12

for Segue 1, and down to 1.2 for Draco. Combining the

dSphs yields a much milder overall increase of the upper

limit compared to using nominal J factors, a factor of

1.3.

The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultrafaint satel-

lites with small kinematic data sets and relatively large

thermal relic
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Implications 

Dark matter in the mass range 10-25 GeV that dominantly 
annihilate to b-quarks and tau leptons ruled out 

For pure s-wave interactions, this constrains WIMP 
production in the early Universe 

For the first time we are probing thermal relic WIMP dark matter

Very little ambiguity due to dark matter substructure [Kuhlen et al. 
ApJ 2008; Springel et al. MNRAS 2008; Martinez et al. JCAP 2009]



Improvements in analysis
Only used 2 years of possible 10 years of Fermi data

Better data on stellar kinematics 

Improved dynamical models 

Proper motions

More MW satellites will be discovered

Complementarily with ground-based detectors



Pointed observations at higher energy
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observations. It is computed according to eq. 4 using a composite neutralino spectrum (see
Wood et al. (2008)) and the values of J from Table 1. Black asterisks represent points from
MSSM models that fall within ±3 standard deviations of the relic density measured in the

3 year WMAP data set (Spergel et al. 2007).
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Figure 6. Annihilation cross section ULs from Segue 1 MAGIC data considering neutralino anni-
hilating entirely into bb̄ or into τ+τ−. mSUGRA models with a relic density within 3σWMAP from
the WMAP value are plotted (black crosses). Among these, neutralinos annihilating mainly in bb̄
and τ+τ− are indicated with light brown points and blue points respectively. The dashed brown
line indicates ULs for a neutralino annihilating entirely into bb̄ while the solid blue lines the case of
annihilations into τ+τ−. The blue thin line represents the integral UL for the τ+τ− channel as if
they were calculated (independently of the mass) with a fixed energy threshold of 100 GeV, while for
the thick blue line the energy threshold is optimized for each value of mχ. Finally, for annihilations
into τ+τ−, the blue band covers the 2σ uncertainty on JΘ(∆Ω).

neutralinos that co-annihilate with stops and staus, or the “tail” at low masses (around 50
GeV). Among the models compatible with WMAP bounds, two representative subsets are
also shown using a different color coding according to their main annihilation channel (light
brown points for branching ratio B(b b̄) > 0.85, and blue points for B(τ+τ−) > 0.7), which
are representatives of a soft and hard gamma-ray spectrum respectively (see figure 7).

For each DM model in the scan, the integral flux UL ΦUL(> E0) can be computed
following eq. (3.3), using the Segue 1 data and the specific gamma-ray spectrum of the

– 11 –
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Pointed observations at higher energy

recorded in at least two telescopes is ≥ 90 photoelectrons, which effectively sets the analysis

energy threshold to 170 GeV. Finally, a cut on θ, the angle between the target position

and the reconstructed arrival direction, is applied to the γ-ray candidates and defines the

signal search region (θ2 ≤ 0.015 deg2 in our analysis). After γ-ray selection, the residual

background was estimated using the ring background technique [84]. The ring background

method computes the background for each position in the field of view using the background

rate contained in a ring around that position. Two circular regions, of radius 0.2◦ centered

on the target position and of radius 0.3◦ centered on the bright star η-Leonis (with apparent

magnitude in the visible band MV = 3.5, and located 0.68◦ from the position of Segue 1),

were excluded for the background determination.

The analysis of the data resulted in the selection of NON = 1082 γ-ray candidates in the

signal search region and NOFF = 12479 background events in the background ring region,

with a normalization factor α = 0.084, resulting in 30.4 excess events. The corresponding

significance, calculated according to the method of Li & Ma [85], is 0.9 σ. No significant

γ-ray excess is found at the nominal position of Segue 1, nor in the whole field of view,

as shown by the significance map on Figure 1. The large depletion area, with negative

significances, corresponds to the bright star η-Leonis.
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FIG. 1. Significance map obtained from the VERITAS observations of Segue 1 after γ-ray selection

and background subtraction. The black cross indicates the position of Segue 1. The black circles

correspond to the two exclusion regions used for the background determination. See text for further

details.

8

illustrate the range of uncertainties on the 〈σv〉 ULs from the dark matter particle physics

model. Concerning the lepton channels e+e− and µ+µ−, the limits are at the level of

10−23 cm3 s−1 at 1 TeV. The current ULs on 〈σv〉 are two orders of magnitude above the

predictions for thermally produced WIMP dark matter.
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FIG. 3. 95% CL ULs from the VERITAS observations of Segue 1 on the WIMP velocity-weighted

annihilation cross-section 〈σv〉 as a function of the WIMP mass, considering different final state

particles. The grey band area represents a range of generic values for the annihilation cross-section

in the case of thermally produced dark matter. Left: hadronic channels W+W−, bb̄ and τ+τ−.

Right: leptonic channels e+e− and µ+µ−.

C. Lower limits on the decay lifetime

If we assume that dark matter is a decaying particle, LLs on the lifetime of dark matter

can be derived. In decaying dark matter scenarios, the dark matter particle can either

be bosonic or fermionic. The LLs are computed using eq. 7 and making the appropriate

substitutions to eq. 3, as explained in section IVA. For bosonic dark matter particles, the

same channels as in the annihilating dark matter case are considered: W+W−, bb̄, τ+τ−,

e+e− and µ+µ−. The decay spectra are the same as those used for the annihilating dark

matter bounds (see right panel of Figure 2, and eq. 8), making the substitution for the

scaled variable x → 2x, or equivalently mχ → mχ/2. The left panel of Figure 4 shows the

95% LLs on the decay lifetime τ for the five channels mentioned above. The limits peak at

the level of τ ∼ 1024 − 1025 s, depending on the dark matter particle mass.
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• Search for objects that only shine because of dark matter annihilation

• Some satellites could be within a few kpc of the Sun, and their 
extension may be resolved by the LAT

• Search criteria:

• More than 20 degrees from Galactic plane

• No counterpart at other wavelengths

• Emission constant in time

• Spatially extended: 1 degree radial extension

Search for Dark Subhalos

Early calculations: Lake, Nature 1990; Stebbins & Silk, ApJ 1993



Search for Dark Subhalos 5

considered in our analysis becomes:

L(D|pW,{p}i) =
�

i

LLAT
i (D|pW,pi)

× 1

ln(10) Ji
√
2πσi

e−(log10(Ji)−log10(Ji))
2
/2σ2

i ,

(1)

where LLAT
i denotes the binned Poisson likelihood that

is commonly used in a standard single ROI analysis

of the LAT data, i indexes the ROIs, D represents

the binned gamma-ray data, pW represents the set of

ROI-independent DM parameters (�σannv� ,mW , and the

annihilation branching ratios bf ), {p}i are the ROI-

dependent model parameters. In this analysis, {p}i in-

cludes the normalizations of the nearby point and dif-

fuse sources and the J-factor, Ji. log10(Ji) and σi are

the mean and standard deviation of the distribution of

log10 (Ji), approximated to be gaussian, and their values

are given in cols. 5 and 6 respectively of Table I.

The fit proceeds as follows. For given fixed values of

mW and bf , we optimize − lnL, with L given in eq. 1.

Confidence intervals or upper limits, taking into account

uncertainties in the nuisance parameters, are then com-

puted using the ‘profile likelihood’ technique, which is a

standard method for treating nuisance parameters in like-

lihood analyses (see e.g., [30]), and consists of calculat-

ing the profile likelihood − lnLp(�σannv�) for several fixed
masses mW , where for each �σannv�, − lnL is minimized

with respect to all other parameters. The intervals are

then obtained by requiring 2∆ ln(Lp) = 2.71 for a one-

sided 95% confidence level. The MINUIT subroutine MI-

NOS [31] is used as the implementation of this technique.

Note that uncertainties in the background fit (diffuse and
nearby sources) are also treated in this way. The cover-

age of this profile joint likelihood method for calculating

confidence intervals has been verified using toy Monte

Carlo for a Poisson process with known background and

Fermi-LAT simulations of galactic and isotropic diffuse
gamma-ray emission. The parameter range for �σannv�
is restricted to have a lower bound of zero, to facilitate

convergence of the MINOS fit, resulting in slight over-

coverage for small signals, i.e. conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-

its. Individual and combined upper limits on the anni-

hilation cross section for the bb̄ final state are shown in

Fig. 1, see also [32]. Including the J-factor uncertainties

in the fit results in increased upper limits compared to

using the nominal J-factors. Averaged over the WIMP

masses, the upper limits increase by a factor up to 12

for Segue 1, and down to 1.2 for Draco. Combining the

dSphs yields a much milder overall increase of the upper

FIG. 1. Derived 95% C.L. upper limits on WIMP annihilation
cross section for all selected dSphs and for the joint likelihood
analysis for annihilation into bb̄ final state. The most generic
cross section (∼ 3 · 10−26 cm3s−1 for a purely s-wave cross
section) is plotted as a reference. Uncertainties in the J-factor
are included.

FIG. 2. Derived 95% C.L. upper limits on WIMP annihilation
cross section for the bb̄ channel, the τ+τ− channel, the µ+µ−

channel, and the W+W− channel. The most generic cross
section (∼ 3 · 10−26 cm3s−1 for a purely s-wave cross section)
is plotted as a reference. Uncertainties in the J-factor are
included.

limit compared to using nominal J-factors, a factor of

1.3.

The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultra-faint satel-

lites with small kinematic datasets and relatively large

uncertainties on their J-factors. Conservatively, exclud-

ing these objects from the analysis results in an increase

in the upper limit by a factor ∼1.5, which illustrates the

robustness of the combined fit.

Finally, Fig. 2 shows the combined limits for all stud-



Results from other sources 

Galactic center [e.g. Hooper & Linden 2011, Hooper 2012 arXiv:1201.1303]

10 GeV WIMP to electron, muons, taus; also explains direct searches

Uncertain diffuse model

Galaxy clusters [Han et al. 2012, Ando & Nagai 2012]

Uncertain substructure boost factor

Extragalactic [Abdo, A., et al. 2010, JCAP, arXiv:1002.4415]

M31 [Abdo et al. A&A 523 L2, arXiv:1012.1952]

Consistent with Cosmic ray predictions



Direct Detection Implications

Annihilation and Elastic Scattering Cross Sections 
are related, but highly model-dependent 

Weak Scale Interactions
Spin-Independent:  cross section ~ A2

Spin-Dependent: cross section ~ J(J+1)

WIMP WIMP

2

section is dσ/dER = σ̂AmA/(2v2µ2
A), with

σ̂A=
µ2
A

M4
∗

[fpZF p
A(ER) + fn(A−Z)Fn

A(ER)]
2
, (2)

where fp,n are the couplings to protons and neutrons,
normalized by the choice of mass scaleM∗, and F p,n

A (ER)
are the proton and neutron form factors for nucleus A.
F p
A(ER) and Fn

A(ER) are not identical. F p
A(ER) is

what has typically been measured, but Fn
A(ER) may also

be probed, for example, through neutrino and electron
parity-violating scattering off nuclei [14]. However, since
the isospin violation from this effect is small compared to
the potentially large effects of varying fn/fp, we will set
both form factors equal to FA(ER). With this approxi-
mation, the event rate simplifies to R = σAIA, where

σA =
µ2
A

M4
∗

[fpZ + fn(A− Z)]2 (3)

IA = NTnX

∫

dER

∫ vmax

vmin

d3v f(v)
mA

2vµ2
A

F 2
A(ER) , (4)

and σA is the zero-momentum-transfer SI cross section
from particle physics, and IA depends on experimental,
astrophysical, and nuclear physics inputs. If fn = fp,
we recover the well-known relation R ∝ A2. For IVDM,
however, the scattering amplitudes for protons and neu-
trons may interfere destructively, with complete destruc-
tive interference for fn/fp = −Z/(A− Z).
We assume that each detector either has only one el-

ement, or that the recoil spectrum allows one to distin-
guish one element as the dominant scatterer. But it is
crucial to include the possibility of multiple isotopes. The
event rate is then R =

∑

i ηiσAi
IAi

, where the sum is
over isotopes Ai with fractional number abundance ηi.
IVDM and current data. It will be convenient

to define two nucleon cross sections. The first is σp =
µ2
pf

2
p/M

4
∗
, the X-proton cross section. In terms of σp,

R = σp

∑

i

ηi
µ2
Ai

µ2
p

IAi
[Z + (Ai − Z)fn/fp]

2 . (5)

The second is σZ
N , the typically-derived X-nucleon cross

section from scattering off nuclei with atomic number
Z, assuming isospin conservation and the isotope abun-
dances found in nature. With the simplification that the
IAi

vary only mildly for different i, we find

σp

σZ
N

=

∑

i ηiµ
2
Ai
A2

i
∑

i ηiµ
2
Ai
[Z + (Ai − Z)fn/fp]2

≡ FZ . (6)

If one isotope dominates, the well-known result, FZ =
[Z/A+ (1− Z/A)fn/fp]−2, is obtained.
In Fig. 1 we show regions in the (mX ,σZ

N ) plane and
the (mX ,σp) plane for fn/fp = −0.7 that are favored and
excluded by current bounds. These include the DAMA
3σ favored region [15, 16], assuming no channeling [17]
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FIG. 1. Favored regions and exclusion contours in the
(mX ,σZ

N ) plane (top), and in the (mX ,σp) plane for IVDM
with fn/fp = −0.7 (bottom).

and that the signal arises entirely from Na scattering; the
CoGeNT 90% CL favored region [2]; 90% CL exclusion
contours from XENON100 [3] and XENON10 [4]; and
90% CL bounds from CDMS Ge and Si [5, 6]. The isotope
abundances are given in Tables I and II.

There are controversies regarding the exclusion con-
tours for xenon-based detectors at low mass [18]. The
energy dependence of the scintillation efficiency at low
energies is uncertain, and there are questions about the
assumption of Poisson fluctuations in the expected pho-
toelectron count for light dark matter. We have also not
accounted for uncertainties in the associated quenching
factors for Na, Ge and Si [19]. These issues can enlarge
some of the signal regions or alter some of the exclusion
curves of Fig. 1. We have also not adjusted the favored
regions and bounds to account for differences in the dark
matter velocity distributions adopted by the various anal-
yses, which would slightly shift the contours.

Remarkably, for −0.72 <∼ fn/fp <∼ −0.66, the DAMA-
and CoGeNT-favored regions overlap and the sensitivity
of XENON is sufficiently reduced to be consistent with
these signals, since this choice of fn/fp leads to nearly
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FIG. 1. Favored regions and exclusion contours in the
(mX ,σZ

N ) plane (top), and in the (mX ,σp) plane for IVDM
with fn/fp = −0.7 (bottom).

and that the signal arises entirely from Na scattering; the
CoGeNT 90% CL favored region [2]; 90% CL exclusion
contours from XENON100 [3] and XENON10 [4]; and
90% CL bounds from CDMS Ge and Si [5, 6]. The isotope
abundances are given in Tables I and II.

There are controversies regarding the exclusion con-
tours for xenon-based detectors at low mass [18]. The
energy dependence of the scintillation efficiency at low
energies is uncertain, and there are questions about the
assumption of Poisson fluctuations in the expected pho-
toelectron count for light dark matter. We have also not
accounted for uncertainties in the associated quenching
factors for Na, Ge and Si [19]. These issues can enlarge
some of the signal regions or alter some of the exclusion
curves of Fig. 1. We have also not adjusted the favored
regions and bounds to account for differences in the dark
matter velocity distributions adopted by the various anal-
yses, which would slightly shift the contours.

Remarkably, for −0.72 <∼ fn/fp <∼ −0.66, the DAMA-
and CoGeNT-favored regions overlap and the sensitivity
of XENON is sufficiently reduced to be consistent with
these signals, since this choice of fn/fp leads to nearly

The rate in a detector is:

Particle model Dark Matter Distribution

x
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Fig. 12. (Color online) Light yield distribution of the accepted

events, together with the expected contributions of the back-

grounds and the possible signal. The solid and dashed lines

correspond to the parameter values in M1 and M2, respec-

tively.

6.2 Significance of a Signal

As described in Section 5.1, the likelihood function can be

used to infer whether our observation can be statistically

explained by the assumed backgrounds alone. To this end,

we employ the likelihood ratio test. The result of this test

naturally depends on the best fit point in parameter space,

and we thus perform the test for both likelihood maxima

discussed above. The resulting statistical significances, at

which we can reject the background-only hypothesis, are

for M1: 4.7σ
for M2: 4.2σ.

In the light of this result it seems unlikely that the

backgrounds which have been considered can explain the

data, and an additional source of events is indicated.

Dark Matter particles, in the form of coherently scatter-

ing WIMPs, would be a source with suitable properties.

We note, however, that the background contributions are

still relatively large. A reduction of the overall background

level will reduce remaining uncertainties in modeling these

backgrounds and is planned for the next run of CRESST

(see Section 7).

6.3 WIMP Parameter Space

In spite of this uncertainty, it is interesting to study the

WIMP parameter space which would be compatible with

our observations. Fig. 13 shows the location of the two

likelihood maxima in the (mχ,σWN)-plane, together with

the 1σ and 2σ confidence regions derived as described in

Section 5.1. The contours have been calculated with re-

spect to the global likelihood maximum M1. We note that

the parameters compatible with our observation are con-

sistent with the CRESST exclusion limit obtained in an
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Fig. 13. The WIMP parameter space compatible with the

CRESST results discussed here, using the background model

described in the text, together with the exclusion limits from

CDMS-II [12], XENON100 [13], and EDELWEISS-II [14], as

well as the CRESST limit obtained in an earlier run [1]. Ad-

ditionally, we show the 90% confidence regions favored by Co-

GeNT [15] and DAMA/LIBRA [16] (without and with ion

channeling). The CRESST contours have been calculated with

respect to the global likelihood maximum M1.

earlier run [1], but in considerable tension with the limits

published by the CDMS-II [12] and XENON100 [13] ex-

periments. The parameter regions compatible with the ob-

servation of DAMA/LIBRA (regions taken from [16]) and

CoGeNT [15] are located somewhat outside the CRESST

region.

7 Future Developments

Several detector improvements aimed at a reduction of the

overall background level are currently being implemented.

The most important one addresses the reduction of the al-

pha and lead recoil backgrounds. The bronze clamps hold-

ing the target crystal were identified as the source of these

two types of backgrounds. They will be replaced by clamps

with a substantially lower level of contamination. A sig-

nificant reduction of this background would evidently re-

duce the overall uncertainties of our background models

and allow for a much more reliable identification of the

properties of a possible signal.

Another modification addresses the neutron back-

ground. An additional layer of polyethylene shielding

(PE), installed inside the vacuum can of the cryostat, will

complement the present neutron PE shielding which is

located outside the lead and copper shieldings.

The last background discussed in this work is the leak-

age from the e/γ-band. Most of these background events

are due to internal contaminations of the target crystals

so that the search for alternative, cleaner materials and/or

production procedures is of high importance. The mate-

rial ZnWO4, already tested in this run, is a promising

candidate in this respect.

Modern WIMP limits



Altering particle model

Results may be brought into 
agreement for different WIMP 
coupling from proton to neutron 
[Giuliani PRD 2005; Feng, Kumar, Marfatia, Sanford 
PLB 2010]

Many model now ruled out by 
Fermi-LAT dSph result [Kumar, Sanford, 
Strigari, PRD 2012]

2

section is dσ/dER = σ̂AmA/(2v2µ2
A), with

σ̂A=
µ2
A

M4
∗

[fpZF p
A(ER) + fn(A−Z)Fn

A(ER)]
2
, (2)

where fp,n are the couplings to protons and neutrons,
normalized by the choice of mass scaleM∗, and F p,n

A (ER)
are the proton and neutron form factors for nucleus A.
F p
A(ER) and Fn

A(ER) are not identical. F p
A(ER) is

what has typically been measured, but Fn
A(ER) may also

be probed, for example, through neutrino and electron
parity-violating scattering off nuclei [14]. However, since
the isospin violation from this effect is small compared to
the potentially large effects of varying fn/fp, we will set
both form factors equal to FA(ER). With this approxi-
mation, the event rate simplifies to R = σAIA, where

σA =
µ2
A

M4
∗

[fpZ + fn(A− Z)]2 (3)

IA = NTnX

∫

dER

∫ vmax

vmin

d3v f(v)
mA

2vµ2
A

F 2
A(ER) , (4)

and σA is the zero-momentum-transfer SI cross section
from particle physics, and IA depends on experimental,
astrophysical, and nuclear physics inputs. If fn = fp,
we recover the well-known relation R ∝ A2. For IVDM,
however, the scattering amplitudes for protons and neu-
trons may interfere destructively, with complete destruc-
tive interference for fn/fp = −Z/(A− Z).
We assume that each detector either has only one el-

ement, or that the recoil spectrum allows one to distin-
guish one element as the dominant scatterer. But it is
crucial to include the possibility of multiple isotopes. The
event rate is then R =

∑

i ηiσAi
IAi

, where the sum is
over isotopes Ai with fractional number abundance ηi.
IVDM and current data. It will be convenient

to define two nucleon cross sections. The first is σp =
µ2
pf

2
p/M

4
∗
, the X-proton cross section. In terms of σp,

R = σp

∑

i

ηi
µ2
Ai

µ2
p

IAi
[Z + (Ai − Z)fn/fp]

2 . (5)

The second is σZ
N , the typically-derived X-nucleon cross

section from scattering off nuclei with atomic number
Z, assuming isospin conservation and the isotope abun-
dances found in nature. With the simplification that the
IAi

vary only mildly for different i, we find

σp

σZ
N

=

∑

i ηiµ
2
Ai
A2

i
∑

i ηiµ
2
Ai
[Z + (Ai − Z)fn/fp]2

≡ FZ . (6)

If one isotope dominates, the well-known result, FZ =
[Z/A+ (1− Z/A)fn/fp]−2, is obtained.
In Fig. 1 we show regions in the (mX ,σZ

N ) plane and
the (mX ,σp) plane for fn/fp = −0.7 that are favored and
excluded by current bounds. These include the DAMA
3σ favored region [15, 16], assuming no channeling [17]
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FIG. 1. Favored regions and exclusion contours in the
(mX ,σZ

N ) plane (top), and in the (mX ,σp) plane for IVDM
with fn/fp = −0.7 (bottom).

and that the signal arises entirely from Na scattering; the
CoGeNT 90% CL favored region [2]; 90% CL exclusion
contours from XENON100 [3] and XENON10 [4]; and
90% CL bounds from CDMS Ge and Si [5, 6]. The isotope
abundances are given in Tables I and II.

There are controversies regarding the exclusion con-
tours for xenon-based detectors at low mass [18]. The
energy dependence of the scintillation efficiency at low
energies is uncertain, and there are questions about the
assumption of Poisson fluctuations in the expected pho-
toelectron count for light dark matter. We have also not
accounted for uncertainties in the associated quenching
factors for Na, Ge and Si [19]. These issues can enlarge
some of the signal regions or alter some of the exclusion
curves of Fig. 1. We have also not adjusted the favored
regions and bounds to account for differences in the dark
matter velocity distributions adopted by the various anal-
yses, which would slightly shift the contours.

Remarkably, for −0.72 <∼ fn/fp <∼ −0.66, the DAMA-
and CoGeNT-favored regions overlap and the sensitivity
of XENON is sufficiently reduced to be consistent with
these signals, since this choice of fn/fp leads to nearly



Effect of Galactic halo modeling

Smooth dark matter distribution 
[e.g. Catena & Ullio JCAP 2010; Garbari, Read, 
Lake, MNRAS 2011]

Substructure in the DM 
distribution [e.g. Koushiappas & 
Kamionkowski 2008, Vogelsberger et al 2008, Kuhlen 
et al 2009]

Velocity distribution of Isotropic 
NFW [Lisanti, Strigari, Wacker, Wechsler PRD 
2011, Catena & Ullio 2012, Frandsen et al. JCAP 2012, 
Kuhlen et al. 2012]
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Figure 10. 90% confidence regions from CoGeNT (inferred from both the modulation and the
absolute rate) as well as the 1σ region from CRESST-II and the DAMA region for the SHM (left) and
the Modified Halo Model (right). The 90% exclusion limits from other experiments are also shown.
By construction of the Modified Halo Model, the four best-fit regions are now in good agreement.

SHM must be modified if we want to simultaneously explain CoGeNT and CRESST-II. Now
we consider if we can bring these experiments into agreement with DAMA (and therefore
also with the CoGeNT modulation) by additionally allowing a larger modulation fraction.
Of course, for a given velocity integral the modulation fraction must satisfy Eq. (5.5), so we
cannot choose arbitrarily large values.

For this purpose, we assume that g(vmin) is given by the Modified Halo Model from
Section 4.1 and that the modulation fraction saturates the bound Amax(vmin) shown in Fig-
ure 8. By the reasoning in Appendix B these two assumptions are compatible only if the DM
halo is highly anisotropic. As is demonstrated in Figure 9, we then obtain a sufficiently large
modulation amplitude to describe the DAMA and CoGeNT modulations. Consequently, the
four best-fit regions in the traditional σn −mχ parameter plane are now in good agreement
(Figure 10). However these are of course excluded by XENON and CDMS. Because of this
obvious contradiction we wish to emphasise again that we do not consider present data suf-
ficient to actually determine the velocity integral or the modulation amplitude. We use it
only to illustrate how our method can be used to bring future, more reliable, data sets into
agreement.

5.3 Additional contributions to the local dark matter density

Our discussion of g̃(vmin) is quite independent of the origin of the local DM density. However
to predict the velocity integral (Figure 4) and the modulation amplitude (Figure 8) we have
assumed that the local DM density is completely dominated by the contribution from the
galactic DM halo. In general there may be other significant contributions to the local DM
density, e.g. from DM ‘streams’ and a ‘dark disk’. We will now briefly discuss how these can
alter the theoretical predictions of g(vmin) and A(vmin).

– 14 –



What have we learned?
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Fig. 14. The tE distribution dΓ/dtE expected for 1M! lenses in a spheri-
cally symmetric isothermal halo with core radius 5 kpc, i.e. the S model
used by the MACHO collaboration (Alcock et al. 2000b).

as a function of τ as given by (9). For this analysis we use the
tE distribution of the S model (Alcock et al. 2000b) shown in
Fig. 14. It relates 〈tE〉 to the macho mass (assumed unique):
〈tE〉 = 70 d

√
M/M!. Limits using other halo models or macho

mass distributions can be found to often good approximation by
simply scaling (9) with ε(〈tE〉)/〈tE〉.

The expected number of LMC events for τlmc = 4.7 × 10−7

as a function of lens mass, M, is shown in Fig. 15a. For M =
0.4 M!, we have 〈tE〉 = 44 d, 〈ε〉 = 0.35, Nstar = 5.5 × 106

and Tobs = 2500 d, giving 32 LMC events for EROS-2. We
add 7 LMC events for EROS-1 to give a total of 39 expected
events for τlmc = 4.7 × 10−7.

For no observed events (N < 3.0, 95% CL), the 95% CL
upper limit on the optical depth is

τ

4.7 × 10−7 <
3

Nex(4.7 × 10−7)
· (16)

For 39 expected events, The upper limit is then τlmc < 0.36 ×
10−7. The limit on τlmc as a function of M is shown in Fig. 15b.
In the tE range favored by the MACHO collaboration, we find

τlmc < 0.36 × 10−7 × [1 + log(M/0.4 M!)
]

95% CL, (17)

i.e.

f < 0.077 × [1 + log(M/0.4 M!)
]

95% CL, (18)

where f ≡ τlmc/4.7 × 10−7 is the halo mass fraction within
the framework of the S model. This limit on the optical depth
is significantly below the value for the central region of the
LMC measured by the MACHO collaboration (Alcock et al.
2000b), τlmc/10−7 = 1.2+0.4

−0.3(stat.) ± 0.36(sys.) and the revised
value of Bennett (2005), τlmc/10−7 = 1.0 ± 0.3. The Alcock
et al. (2000b) optical depth used for the entire LMC predicts
that EROS would see ∼9 LMC events whereas none are seen.

For the SMC, the one observed event corresponds to an op-
tical depth of 1.7 × 10−7 (Nstar = 0.86 × 106). Taking into ac-
count only Poisson statistics on one event, 0.05 < Nobs < 4.74
(90% CL) this gives

0.085 × 10−7 < τsmc < 8.0 × 10−7 90% CL. (19)

This is consistent with the expectations of lensing by objects in
the SMC itself, τsmc ∼ 0.4 × 10−7 (Graff & Gardiner 1999). The
value of tE = 125 d is also consistent with expectations for self-
lensing 〈tE〉 ∼ 100 d for a mean lens mass of 0.35 M!.
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Fig. 15. The top panel shows the numbers of expected events as a func-
tion of macho mass M for the S model of Alcock et al. (2000b). The
expectations for EROS-2-LMC, SMC (this work) are shown along with
those of EROS-1 (Renault et al. 1997) with contributions from the
photographic plate program (Ansari et al. 1996a) and CCD program
(Renault et al. 1998). The number of events for EROS-2-SMC supposes
τsmc = 1.4τlmc. In the lower panel the solid line shows the EROS 95%
CL upper limit on f = τlmc/4.7 × 10−7 based on no observed events in
the EROS-2 LMC data and the EROS-1 data. The dashed line shows
the EROS upper limit on τlmc based on one observed SMC event in all
EROS-2 and EROS-1 data assuming τsmc−halo = 1.4τlmc. The MACHO
95% CL. curve is taken from Fig. 12 (A, no lmc halo) of Alcock et al.
(2000b).

We also note that the self-lensing interpretation is favored
from the absence of an indication of parallax in the light curve
(Assef et al. 2006).

We can combine the LMC data and the SMC data to give a
limit on the halo contribution to the optical depth by supposing
that the SMC optical depth is the sum of a halo contribution,
τsmc−halo = ατlmc (α ∼ 1.4) and a self-lensing contribution τsl.
(We conservatively ignore contributions from LMC self-lensing
and from lensing by stars in the disk of the Milky Way.) For
one observed SMC event with tE = 125 d and zero observed
LMC events, the likelihood function is

L(τlmc, τsl) ∝
[
ατlmcΓ

′
h(tE) + τslΓ

′
sl(tE)
]

exp [−N(τlmc, τsl)]

where N(τlmc, τsl) is the total number of expected events
(LMC and SMC) as a function of the two optical depths as
calculated with Eq. (8). The function Γ′h(tE) is the distribu-
tion (normalized to unit integral) expected for halo lenses of
mass M (Fig. 14) and Γ′sl(tE) is the expected distribution for
SMC self-lensing taken from Graff & Gardiner (1999). We as-
sume the SMC self-lensing optical depth is that calculated by
Graff & Gardiner (1999) though the results are not sensitive to
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considered in our analysis becomes:

L(D|pW,{p}i) =
�

i

LLAT
i (D|pW,pi)

× 1

ln(10) Ji
√
2πσi

e−(log10(Ji)−log10(Ji))
2
/2σ2

i ,

(1)

where LLAT
i denotes the binned Poisson likelihood that

is commonly used in a standard single ROI analysis

of the LAT data, i indexes the ROIs, D represents

the binned gamma-ray data, pW represents the set of

ROI-independent DM parameters (�σannv� ,mW , and the

annihilation branching ratios bf ), {p}i are the ROI-

dependent model parameters. In this analysis, {p}i in-

cludes the normalizations of the nearby point and dif-

fuse sources and the J-factor, Ji. log10(Ji) and σi are

the mean and standard deviation of the distribution of

log10 (Ji), approximated to be gaussian, and their values

are given in cols. 5 and 6 respectively of Table I.

The fit proceeds as follows. For given fixed values of

mW and bf , we optimize − lnL, with L given in eq. 1.

Confidence intervals or upper limits, taking into account

uncertainties in the nuisance parameters, are then com-

puted using the ‘profile likelihood’ technique, which is a

standard method for treating nuisance parameters in like-

lihood analyses (see e.g., [30]), and consists of calculat-

ing the profile likelihood − lnLp(�σannv�) for several fixed
masses mW , where for each �σannv�, − lnL is minimized

with respect to all other parameters. The intervals are

then obtained by requiring 2∆ ln(Lp) = 2.71 for a one-

sided 95% confidence level. The MINUIT subroutine MI-

NOS [31] is used as the implementation of this technique.

Note that uncertainties in the background fit (diffuse and
nearby sources) are also treated in this way. The cover-

age of this profile joint likelihood method for calculating

confidence intervals has been verified using toy Monte

Carlo for a Poisson process with known background and

Fermi-LAT simulations of galactic and isotropic diffuse
gamma-ray emission. The parameter range for �σannv�
is restricted to have a lower bound of zero, to facilitate

convergence of the MINOS fit, resulting in slight over-

coverage for small signals, i.e. conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-

its. Individual and combined upper limits on the anni-

hilation cross section for the bb̄ final state are shown in

Fig. 1, see also [32]. Including the J-factor uncertainties

in the fit results in increased upper limits compared to

using the nominal J-factors. Averaged over the WIMP

masses, the upper limits increase by a factor up to 12

for Segue 1, and down to 1.2 for Draco. Combining the

dSphs yields a much milder overall increase of the upper

FIG. 1. Derived 95% C.L. upper limits on WIMP annihilation
cross section for all selected dSphs and for the joint likelihood
analysis for annihilation into bb̄ final state. The most generic
cross section (∼ 3 · 10−26 cm3s−1 for a purely s-wave cross
section) is plotted as a reference. Uncertainties in the J-factor
are included.

FIG. 2. Derived 95% C.L. upper limits on WIMP annihilation
cross section for the bb̄ channel, the τ+τ− channel, the µ+µ−

channel, and the W+W− channel. The most generic cross
section (∼ 3 · 10−26 cm3s−1 for a purely s-wave cross section)
is plotted as a reference. Uncertainties in the J-factor are
included.

limit compared to using nominal J-factors, a factor of

1.3.

The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultra-faint satel-

lites with small kinematic datasets and relatively large

uncertainties on their J-factors. Conservatively, exclud-

ing these objects from the analysis results in an increase

in the upper limit by a factor ∼1.5, which illustrates the

robustness of the combined fit.

Finally, Fig. 2 shows the combined limits for all stud-

WIMPs



"In a spiral galaxy, the ratio of dark-to-light matter is about a factor of ten. That's 
probably a good number for the ratio of our ignorance-to-knowledge. We're out of 
kindergarten, but only in about third grade."
—Vera Rubin, in Bright Galaxies Dark Matters 
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