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Contents:

•The basics
•What do we want?
•What can we do? 
•Does it work? 
•What did we learn? 
•Where do we go from here?
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Contents:

•The basics (you know this already)
•What do we want? (rather obvious)
•What can we do? (limitations)
•Does it work? (sometimes)
•What did we learn? 
•Where do we go from here?
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Galaxy formation

Basic paradigm

Aims:

•How do galaxies form?
•How do they evolve?
•Which physical processes operate?

•Dark haloes form
•Cool(ed) gas forms discs
•Discs fragment to form stars

Multi-scale/complex/rich problem
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Gravitational build-up of dark 
matter structures is “solved” 

problem

Nature, 2005

Nature, 2008
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How do galaxies form inside these haloes?
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How do galaxies form inside these haloes?
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Dark halos
(const M/L)

galaxies

Feedback or gastrophysics is very important

Halo mass function and galaxy luminosity 
functions have different shape
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Transfer of power

Gravity

baryonic physics
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The challenges of theory/numerical simulations:

•Box Size = 50 Mpc, bulge size = 1kpc
• need (500 000)^3 resolution elements

•Mean density = 10-7 cm-3, star formation starts at 100 cm-3

•109density contrast
•Age of Universe 13.7 Gyr, sound-crossing time bulge:1 Myr

•require 104 steps

Scales:

Physics:
•Gas cooling

•follow synthesis of elements, effects of radiation
•star formation

•magnetic fields, dust, shielding
•feedback from stars
•supernovae, cosmic rays
•Black-hole formation

•feedback from black holes
•Observables!
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“ .. as we know, there are known knowns; there 
are things we know we know. We also know there 
are known unknowns; that is to say we know there 
are some things we do not know. But there are 
also unknown unknowns -- the ones we don't 
know we don't know."
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NGC 1068

Observed
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NGC 1068

ObservedSimulated

Gadget simulation
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Hubble Deep Field
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Gadget deep field

13

Hubble Deep Field
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GIMIC/OWL (EAGLE) projects

Leiden:
Claudio Dalla Vecchia
Joop Schaye

Trieste: 
Luca Tornatore

MPA: 
Volker Springel

•Gadget 3
•Star formation guarantees Schmidt law
•Stellar evolution
•Galactic winds
•Metal-dependent cooling

Aims:
•simulate IGM and galaxies together
•investigate numerical/physical uncertainties

Crain, Robert
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GIMIC/OWLS project

Leiden:

Trieste: 
HITS: 

MPE ICC
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OverWhelmingly Large Simulations:
periodic boxes (25,100Mpc) with 
range of physics (50+models)

Galaxy-Intergalactic Medium 
Interaction Calculation
re-simulations within Millennium 
box with a single choice of 
parameters
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“Sub-grid physics” needed:

•star formation (resolved densities << densities at 
which stars form)
•feedback: resolution >> supernova blast wave

“Numerical convergence”

use effective “phenomenological” description

modelling parameters depend on 
resolution

18



Tom Theuns19

holistic approach:
      need to investigate all aspects of model
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IGM: TT

X-ray cluster: 
Borgani et al

Galaxy: Springel Dwarf Galaxy: 
Kawata

First star: Abel et al

20
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or, our competitors

•Dave, Oppenheimer +.Gadget ++
•Hernquist +: Gadget+, Arepo
•Other Gadget+ groups
•Seattle group: Gasoline (SPH)
•Teyssier+: Ramses (AMR)
•Gnedin+
•Hopkins +: Gadget

•Gadget: SPH + TreePM
•Gasoline: SPH + TreePM
•Ramses (AMR)
•Enzo (AMR)
•Art
•Arepo (moving mesh)
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Subgrid physics
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ΣSFR ∝ Σn

gas (n = 1.4 ± 0.15)
Star formation: what we want: Schmidt law

Kennicutt ‘98

Local: same galaxy Global: different galaxies

Calzetti et al
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How to obtain Schmidt law?
Sub-grid model for SF and ISM

Insufficient resolution to model multiphase ISM

Need effective pressure of unresolved, multiphase ISM

Need star formation law that reproduces observed threshold and 
Schmidt law with the minimum number of free parameters

We do not want to simulate more than we can

J Schaye
24



Sub-grid model for SF and ISM
What goes in
Effective equation of state (gives the pressure of the gas)

Schmidt law (surface densities)

Surface density threshold

What comes out
Volume density star formation law
Volume density threshold

ΣSFR ∝ Σ
n

gas

P ∝ ργeff

gas (ρgas > ρthr)

J Schaye
25



Implementation guarantees a 
Schmidt law

Schaye 04
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Evidence for galactic winds:

At high z: Pettini et al 02

At low z: M82

In absorption
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Energetics of galactic wind

newly formed
SN energy

total

SNe/stellar
mass 1 SN
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Energetics of galactic wind

•Phenomenological model: how to choose mass-loading/
wind speed?
•Want significant mass loading (beta>1): hence feedback 
becomes inefficient in galaxies a few times more massive 
than the MW (AGN?)
•Feedback could be very efficient in small galaxies, but only 
if wind speed comparable to escape speed. But why would 
this be the case? (beta depends on halo?)
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Implementation of winds:

Schaye & Dalla Vecchia 08
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Cooling rate

Without ionizing background

With ionizing background
from gals & AGN

Wiersma et al ‘08

Metal cooling and the UV-background
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SFR follow Schmidt-law Galactic winds

Stellar evolution

Z+J(nu) dependent 
cooling

Code in brief

32



Tom Theuns33

Density

Metals
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Formation of Milky Way-like galaxy
Mon. Not. R. Astron. Soc. 000, 1–19 (2009) Printed 13 January 2010 (MN LATEX style file v2.2)

X-ray coronae in simulations of galaxy formation
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ABSTRACT

The existence of X-ray luminous gaseous coronae around massive disc galaxies is a long-
standing prediction of galaxy formation theory in the cold dark matter (CDM) cosmogony.
This prediction has garnered little observational support, with non-detections commonplace
and detections for only a relatively small number of galaxies which are much less lumi-
nous than expected. We investigate the coronal properties of a large sample of bright, disc-
dominated galaxies extracted from the GIMIC suite of cosmological hydrodynamic simula-
tions recently presented by Crain et al. Remarkably, the simulations reproduce the observed
scalings of X-ray luminosity with K-band luminosity and star formation rate and, when ac-
count is taken of the density structure of the halo, with disc rotation velocity as well. Most of
the star formation in the simulated galaxies is fuelled by gas cooling from a quasi-hydrostatic
hot corona. However, these coronae are more diffuse than predicted by the analytic models of
White & Frenk because of a substantial increase in entropy due to the injection of supernovae
energy at z ∼ 1 − 3. Only a few percent by mass of the hot gas is outflowing as a wind but,
because of its high density and metallicity, it can contribute disproportionally to the X-ray
emission. The bulk of the X-ray emission, however, comes from the diffuse quasi-hydrostatic
corona which supplies the fuel for ongoing star formation in discs today. Future deep X-ray
observations with high spectral resolution (e.g. with NeXT/ASTRO-H or IXO) should be able
to map the velocity structure of the hot gas and test this fundamental prediction of current
galaxy formation theory.

Key words: galaxies: abundances – galaxies: clusters: general – galaxies: formation – galax-
ies: intergalactic medium – methods: N -body simulations

1 INTRODUCTION

The rarity of X-ray detections of hot gaseous coronae surrounding
disc galaxies poses a fundamental challenge to the current view of
how galaxies form. Whilst the possibility that galaxies might con-
tain extra-planar gas was already raised by Spitzer (1956), it was
White & Rees (1978) who first proposed that hot gaseous coronae
are an integral part of the galaxy formation process. Their two-stage
theory posited that hot gas reservoirs build up as gas condensing
onto dark matter haloes is heated by thermodynamic shocks and
adiabatic compression. Subsequent radiative cooling of this gas es-
tablishes a ‘cooling flow’ that fuels ongoing star formation.

The ubiquity of extended soft X-ray emission from the cool-
ing of galactic gaseous coronae was first predicted by White &
Frenk (1991, hereafter WF91), whose model built upon the ideas

� E-mail: rcrain@astro.swin.edu.au

sketched by White & Rees and established the foundation for inter-
preting galaxy evolution within the cold dark matter cosmogony. In
their framework, the dark matter haloes that host present-day disc-
dominated L� galaxies engender gas density profiles that are con-
ducive to efficient radiative cooling, via line-emission and thermal
Bremsstrahlung, out to radii beyond the optical extent of the central
galaxy. The associated cooling rate is sufficient to fuel ongoing star
formation in disc galaxies, and thus offset the disruption of discs
by mergers (Walker et al. 1996; Barnes 1998) and bar-instabilities
(Efstathiou et al. 1982; Mo et al. 1998; Syer et al. 1999), enabling
the model to reproduce the abundance of morphological types ob-
served in the local Universe (e.g. Driver et al. 2007; Fukugita et al.
2007; Bernardi et al. 2009; Parry et al. 2009).

The radiation associated with cooling from gas in the haloes
of L� galaxies is predicted to fall primarily in the soft X-ray band
and to have typical surface brightnessess that are readily observ-
able with the XMM-Newton and Chandra telescopes. This predic-

c� 2009 RAS
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“GIMIC” deep field
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SFR follow Schmidt-law Galactic winds

Stellar evolution

Z+J(nu) dependent 
cooling

Code in brief
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Galaxies-Intergalactic Medium Interaction Calculation

–I. Galaxy formation as a function of large-scale environment.
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8Max-Planck-Institut für Astrophysik, Karl-Schwarzchild-Straße 1, 85740 Garching bei München, Germany
9Astronomy Centre, University of Sussex, Falmer, Brighton, BN1 9QH, UK

25 May 2009

ABSTRACT

We present the first results of hydrodynamical simulations that follow the formation of galax-
ies to the present day in nearly spherical regions of radius ∼ 20 h−1 Mpc drawn from the
Millennium Simulation (Springel et al.). The regions have mean overdensities that deviate by
(−2, −1, 0, +1,+2)σ from the cosmic mean, where σ is the rms mass fluctuation on a scale
of ∼ 20 h−1 Mpc at z = 1.5. The simulations have mass resolution of up to ∼ 106h−1 M⊙,
cover the entire range of large-scale cosmological environments, including rare objects such as
massive clusters and sparse voids, and allow extrapolation of statistics to the (500h−1Mpc)3
Millennium Simulation volume as a whole. They include gas cooling, photoheating from an
imposed ionising background, supernova feedback and galactic winds, but no AGN. In this
paper we focus on the star formation properties of the model. We find that the specific star
formation rate density at z∼<10 varies systematically from region to region by up to an order of
magnitude, but the global value, averaged over all volumes, closely reproduces observational
data. Massive, compact galaxies, similar to those observed in the GOODS fields (Wiklind et
al.), form in the overdense regions as early as z = 6, but do not appear in the underdense
regions until z ∼ 3. These environmental variations are not caused by a dependence of the
star formation properties on environment, but rather by a strong variation of the halo mass
function from one environment to another, with more massive halos forming preferentially
in the denser regions. At all epochs, stars form most efficiently in halos of circular velocity
vc ∼ 250 km s−1. However, the star-formation history exhibits a form of “downsizing” (even
in the absence of AGN feedback): massive galaxies essentially conclude their star formation
at z = 1 − 2 whereas smaller galaxies continue to make stars to the present day. Additional
feedback, however, is required to limit star formation in massive galaxies.

Key words: galaxies: abundances – galaxies: clusters: general – galaxies: formation – galax-
ies: intergalactic medium – methods: N -body simulations

� E-mail: rcrain@astro.swin.edu.au

1 INTRODUCTION

Numerical simulations have emerged, over the past two decades or
so, as a useful technique for modelling the formation and evolu-
tion of cosmic structures. In particular, they have yielded accurate
predictions for the clustering and evolution of dark matter, a rela-

c� 2009 RAS
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Zoomed simulations of 5 spheres picked from the 
Millennium Simulation Combine LSS with high numerical resolution

Suite of simulations: 
GIMIC/OWLS

Galaxy-Intergalactic Medium Interaction Calculation
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Motivation for GIMIC:

• include (very) large-scale structure
• good numerical resolution yet able to reach redshift z=0
• formation of unusual objects (massive cluster, deep void)
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Millennium volume:
•box is 500 Mpc/h on a side
•cosmology
•Springel et al ‘05 5 regions: 

•(-2,-1,0,1,2) sigma
•radius 18 Mpc/h (at z=1.5)
• mgas = 1.45 × 10

6
h
−1

M"

(Ωm, ΩΛ, Ωb, h, σ8, n) = (0.25, 0.75, 0.045, 0.73, 0.9, 1)

ICs: A Jenkins
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6 R. A. Crain et al.

Figure 2. The halo mass function at z = 0 of the 2 extreme GIMIC regions,

−2σ (blue) and +2σ (red) at intermediate resolution. The high resolution

−2σ region is also shown (grey). The global mass function of Reed et al.

(2007, black) is bracketed by the extreme GIMIC regions. Inset is the mass

function of the 0σ region at z = 1.5. The region enclosed by the 16th
and

84th
percentiles of the mass functions of 100 candidate 0σ spheres drawn

from the Millennium Simulation is shown shaded in green.

3 EVOLUTION OF THE HALO AND STELLAR MASS
FUNCTIONS

3.1 The halo mass function is different environments

As pointed out by Frenk et al. (1988), and discussed more recently

by Cole (1997) and Sheth & Tormen (2002), a fundamental differ-

ence between regions of varying overdensity is the rate at which

their dark matter halo populations evolve. This is reflected in the

clustering bias of halos as a function of mass (Mo & White 1996).

As we shall see below, many environmental effects revealed by our

simulations, for example, variations in the star formation rate den-

sity, can be traced to differences in the halo mass function in dif-

ferent environments. We therefore preface the discussion of star

formation with a brief overview of the evolution of the halo mass

function in each region, including resolution tests.

In Fig. 2, we show the present day halo mass function of the

two extreme regions (−2σ, blue, and +2σ, red) at intermediate

resolution. As noted in Section 2.3, the halo mass in this plot is

taken to be MFOF = MDM

FOFΩm/(Ωm − Ωb), in order to carry

out the most direct comparison possible with the results of dark

matter only simulations. Also plotted is the mass function of the

high-resolution version of the −2σ region (grey). In the region of

overlap, the agreement with the intermediate resolution simulation

is excellent, indicating that the mass function in the latter has con-

verged down to 1 × 1010 h−1 M⊙ (corresponding to ∼ 200 parti-

cles). Extrapolating to the high-resolution simulation, we estimate

that the halo mass function is reliable down to∼ 109 h−1 M⊙. For

subsequent analyses of the baryonic properties of haloes, we there-

fore consider only FoF haloes with at least 200 particles.

The mass functions of the two extreme regions are compared

in Fig. 2 with the global mass function fit of Reed et al. (2007)

which extends to both higher and lower mass scales since it was de-

rived from an ensemble of dark matter simulations covering a wide

dynamic range in mass (including the Millennium Simulation; see

also Jenkins et al. 2001). As expected, the mass functions of the

under- and overdense GIMIC regions bracket the global function.

Whilst the different halo mass functions appear as scaled versions

of one another at high redshift, a critical difference emerges over

time, because the shape of the function evolves markedly. Not only

do the overdense regions contain more mass than the underdense

ones, they are also more dynamically advanced so their clustering

is greater. The most massive haloes form only in the +2σ region;

consequently, by z = 0 this region exhibits many massive haloes,

whilst very few exist in the −2σ region. This finding agrees with

previous numerical and analytical studies of dark matter halo evo-

lution (e.g. Frenk et al. 1988; Mo & White 1996; Sheth & Tormen

2002).

We have explicitly checked that the halo mass functions of the

selected regions at z = 1.5 when they were selected, are consis-

tent with those of all possible candidate spheres in the Millennium

Simulation. As an example, the inset shows the mass function of

the intermediate resolution 0σ region, overplotted on the locus that

encompasses the 16th
and 84th

percentiles of the mass functions

of 100 spheres that qualified as candidates for the 0σ region (for

details see the Appendix).

3.2 The galaxy stellar mass function

The predicted galaxy stellar mass function as a function of red-

shift provides a useful check of the realism of our simulations. This

function is shown in Fig. 3 and compared with observational data

at z = 2 and z = 0. As in Fig. 2, we show results for the two

extreme regions (−2σ, blue, and +2σ, red), and perform a conver-

gence test using the high resolution −2σ region (grey). This test

shows that at z = 2, the intermediate resolution stellar mass func-

tion has approximately converged for M� � 109 h−1 M⊙. Below

this value, there are roughly twice as many galaxies in the interme-

diate resolution simulation. This excess almost certainly reflects a

reduction in the importance of supernovae feedback in poorly re-

solved galaxies. At z = 0, the convergence properties are similar:

below M� ∼ 109 h−1 M⊙, the intermediate resolution simulation

overpredicts the number of galaxies by about a factor of 2, and

above this mass, it underpredicts it by a similar factor.

The galaxy stellar mass functions are compared with observa-

tions of the FORS and GOODS deep fields at z = 2 (Drory et al.

2005) and with SDSS data at z = 0 (Li & White 2009). At z = 2,

the data span a factor of 100 in stellar mass. Over this limited range,

the stellar mass functions in the two simulated regions have a sim-

ilar shape to the data and the two regions bracket the data points.

At z = 0, the data span nearly 4 orders of magnitude in stellar

mass. The simulations produce the correct overall number density

of galaxies more massive than 109 M⊙, but they overpredict the

number of small and large galaxies and underpredict the number

of “typical” galaxies. The stellar mass functions in the two simula-

tions show a “dip” at these intermediate masses which is probably

due to the effects of the simplified wind model we have assumed.

The excess at larger masses reflects the well-known “cooling flow”

problem, namely an excessive cooling of gas at the centre of very

massive halos. In semi-analytic models of galaxy formation this

problem is solved by invoking feedback from AGN (Bower et al.

2006; Croton et al. 2006; Somerville et al. 2008) which is absent in

our simulations.

The sensitivity of the stellar mass function to variations in the

physical assumptions and parameters in the simulations will be ex-

plored in the OWLS project (Schaye et al., in prep). For our pur-

poses, it is sufficient to note that there is reasonably good agree-

c� 2009 RAS, MNRAS 000, 1–20
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Massloss of galaxies due to a UV-background

Takashi Okamoto1!, Liang Gao1,2 and Tom Theuns1,3
1Institute for Computational Cosmology, Department of Physics, Durham University, South Road, Durham, DH1 3LE
2National Astronomical Observatories, Chinese Academy of Science, Beijing, 100012, China
3Department of Physics, University of Antwerp, Campus Groenenborger, Groenenborgerlaan 171, B-2020 Antwerp, Belgium

ABSTRACT

We perform cosmological hydrodynamic simulations to determine to what extent galaxies
lose their gas due to photoheating from an ionizing background. We find that the characteristic
mass at which haloes on average have lost half of their baryons isMc ∼ 6.5×109 h−1 M" at
z = 0, which corresponds to a circular velocity of 25 km s−1. This is significantly lower than
the filtering mass obtained by the linear theory, which is often used in semianalytical mod-
els of galaxy formation. We demonstrate it is the gas temperature at the virial radius which
determines whether a halo can accrete gas. A simple model that follows the merger history
of the dark matter progenitors, and where gas accretion is not allowed when this temperature
is higher than the virial temperature of the halo, reproduces the results from the simulation
remarkably well. This model can be applied to any reionization history, and is easy to incor-
porate in semianalytical models.

Key words: methods: numerical – galaxies: evolution – galaxies: formation – cosmology:
theory.

1 INTRODUCTION

A UV-background produced by quasars and stars acts to quench

star formation in small galaxies by photoheating their gas, which

gets too hot to be confined in their shallow potential wells. This

was originally pointed out by Doroshkevich et al. (1967), and in-

vestigated in the context of the cold dark matter (CDM) model by

Couchman & Rees (1986). Depending on the spectral shape of the

ionizing background, the typical virial temperature below which

haloes lose their gas is around 104 K. Photoheating associated with

reionization therefore inhibits star formation in dwarf galaxies and

affects the faint end of the galaxy luminosity function (e.g. Efs-

tathiou 1992).

Since Rees (1986) argued that in dark matter haloes with cir-

cular velocities around 30 km s−1 gas can be confined in a stable

fashion, with radiative cooling balancing photoheating, many at-

tempts to quantify the effects of an ionizing background on galaxy

formation have been made using semianalytical calculations (e.g.

Babul & Rees 1992; Efstathiou 1992; Shapiro et al. 1994; Na-

gashima et al. 1999; Bullock et al. 2000; Benson et al. 2002a,b;

Somerville 2002), spherically symmetric simulations (Thoul &

Weinberg 1996; Kitayama et al. 2000), and three-dimensional cos-

mological hydrodynamic simulations (Quinn et al. 1996; Navarro

& Steinmetz 1997; Weinberg et al. 1997; Gnedin 2000). The effects

of self-shielding have been investigated using three-dimensional ra-

diative hydrodynamic simulations by Susa & Umemura (2004a,b).

! E-mail: takashi.okamoto@durham.ac.uk

However there is still debate about the value of the character-

istic mass,Mc, below which galaxies are strongly affected by pho-

toionization. Gnedin (2000) argued that Mc = MF, the filtering

mass that corresponds to the scale over which baryonic perturba-

tions are smoothed in linear perturbation theory (see Appendix B).

Hoeft et al. (2006) used simulations to argue that Mc ! MF, in

particular at low redshift. They argued that Mc follows from con-

sidering the equilibrium temperature, Teq, between photoheating

and radiative cooling at a characteristic overdensity of ∆ " 1000;
Mc haloes have a virial temperature Tvir " Teq(∆ = 1000).

The relation Mc = MF proposed by Gnedin is often used in

semianalytic modelling for dwarf galaxy formation in order to de-

scribe the quenching of star formation (Bullock et al. 2000; Benson

et al. 2002a,b; Somerville 2002). An important application of this

relation is to estimate whether reionization can explain the apparent

dearth of satellite galaxies in the Milky Way, as compared with the

high abundance of dark matter subhaloes (Moore et al. 1999). In-

terestingly, Somerville (2002) and Nagashima & Okamoto (2006)

argued that models underestimate the number of dwarf satellite

galaxies in the Local Group if the effect is as strong as inferred

from the filtering mass.

Given the uncertainty in Mc, we were motivated to perform

high-resolution hydrodynamic simulations of galaxy formation in a

ΛCDM universe with a time-evolving UV-background, and to mea-

sure the evolution of the baryon fraction as function of halo mass.

We compare our results to those of Gnedin and Hoeft et al., and

formulate an intuitive and simple model that reproduces our sim-

ulations very well. The model can be incorporated easily into any

c© 2008 RAS
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Figure 2. Fraction of baryonic mass as function of total mass,M , for simulated haloes at three redshifts z for all haloes (top row) and ‘isolated haloes’ (bottom
row). The cosmological baryon fractionΩb/Ω0 ≈ 0.18 is indicated as the dotted horizontal line. Plus signs and diamonds indicate haloes from the ‘reference’
and ‘high-resolution’ simulations, respectively. Their comparison shows that the drop in Mb/M below M ∼ 108M! before reionization (z = 9 in
these simulations) is an artifact of numerical resolution; at higher masses or after reionization both simulations give similar values, demonstrating numerical

convergence. The baryon fraction Mb/M falls from the cosmic mean to just a few per cent over about a decade in mass below a critical value Mc which

depends on z. Halo to halo scatter is much reduced when considering only isolated haloes (compare top with bottom panels), which removes tidally stripped
haloes. Full lines indicate fits using equation (1) to the ‘reference’ model; these fit the simulated haloes very well. The dashed lines in the bottom panel repeat

the fits to the top row; the critical mass in isolated haloes is slightly higher than for all haloes.

many apparently isolated low-mass haloes are subhaloes ejected

by multiple-body interactions. This phenomenon of tidal stripping

may have occurred for haloes with fb 6 〈fb〉 as well; therefore the
baryon fraction of such low-mass haloes may be artificially high.

To reduce the contamination from tidally stripped haloes we

define isolated haloes as those that lie outside 6 Rvir of more mas-

sive haloes. The baryon fraction of isolated haloes shows much less

scatter as function of halo mass (Fig. 2, bottom panels), and we re-

strict our analysis to isolated haloes5.

We use the following function proposed by Gnedin (2000) to

describe how the baryon fraction depends on mass and redshift:

fb(M, z) = 〈fb〉
(

1 + (2α/3 − 1)

„
M

Mc(z)

«−α
)− 3

α

(1)

in terms of the cosmic mean baryon fraction, 〈fb〉. This function
has two fitting parameters: α and Mc(z). The baryon fraction of
haloes withM $ Mc equals the cosmic mean while that of haloes

5 This decreases the number of haloes from 3618 to 1185 for the ‘refer-

ence’ simulation at z = 2.09.

with M % Mc goes to zero ∝ (M/Mc)
3. The parameter α con-

trols how rapidly fb drops for low mass haloes; a value of α = 2
fits the simulations well (Fig. 2), and is also consistent with the

results of Hoeft et al. (2006). Haloes with mass equal to the charac-

teristic mass, M = Mc have lost half their baryons. As expected,

the value of Mc for isolated haloes is slightly higher than for the

full sample of haloes (by 27 per cent at z = 5 and 50 per cent at
z = 2.09 for the ‘reference’ simulation; see Fig. 2).

The characteristic mass increases fromMc(z) ≈ 107 h−1M!
just after reionization to Mc ≈ 6.49 × 109 h−1M! at z = 0
(Fig. 3). The ‘high-resolution’ simulation has a smaller value of

Mc by 20 per cent as compared to the ‘reference’ simulation, at

z = 5. This may simply reflect the small number of massive haloes
in the ‘high-resolution’ simulation (see the lower middle panel of

Fig. 2). Haloes with fewer than 103 dark matter particles may suf-

fer from two-body heating due to massive dark particles (Steinmetz

& White 1997); they are shown as open symbols. Values of Mc

for these less well-resolved haloes are only slightly higher than of

haloes resolved with more particles. Overall though, simulations

that differ in numerical resolution and/or box size give similar re-

sults, demonstrating numerical convergence. This gives confidence

in the value of Mc(z = 0) ≈ 6.48 × 109 h−1M! from the ‘low-
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Figure B1. Upper panel: Evolution of the IGM temperature at mean den-

sity (solid line) and the volume-averaged temperatures in the ‘reference’

(dotted line) and ‘low-resolution’ (dashed line) simulations. These temper-

atures are used to compute the filtering mass shown in the lower panel.

Lower panel : Comparison of filtering mass, MF, obtained from Eq. (B4),

and characteristic mass, Mc, obtained from the simulations. The filtering

mass MF ≈ 10Mc by z = 0, illustrating the fact that the filtering mass
strongly overestimates the effect of photoheating on the formation of small

galaxies.
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GIMIC 19

Figure 14. The halo specific star formation rate, Ṁ!/M200 , versus halo

mass M200 (as in Figure 9) from GIMIC for all regions combined, com-

pared to the semi-analytic model of Bower et al. (2006, red lines). The

redshift z = 0 panel also shows the semi-analytic galaxies in the +2σ
and −2σ GIMIC regions separately. At z = 0, results of the semi-analytic
model are shown, limited to the −2σ(red dotted curves) and +2σ(dot-
dashed curves) regions, rather than the entire Millennium simulation vol-

ume; no difference is apparent, as in the hydrodynamic simulations.

Finally, dotted and dashed lines in Figure 14 compare the

Bower et al. (2006) halo sSFRs in the +2σ and −2σ GIMIC

regions. As in the GIMIC simulations (see Figure 9), the semi-

analytic treatment finds little, if any, dependence of the halo sSFR

on the large-scale environment.

6 THE SPECIFIC STAR FORMATION RATE OF

GALAXIES AND COMPARISONWITH

OBSERVATIONS

So far we have considered the integrated star formation properties

of halos as a whole without regard to how the stars are apportioned

amongst individual galaxies in the halo. In this section we con-

sider the star formation properties of galaxies, identified in the sim-

ulations using the version of the SUBFIND algorithm described by

Dolag et al. (2008, see Section S2.4). We distinguish between cen-

tral and satellite galaxies and define the specific star formation rate

in a galaxy as Ṁ!/M!, a quantity to which we refer as the galactic

sSFR or simply the sSFR, as opposed to the halo sSFR discussed

above. The evolution of the sSFR for central galaxies is shown in

Figure 15 which is analogous to Figure 9 for halos.

The convergence properties of the galatic sSFR, as judged by

comparing the intermediate and high resolution realizations of the

−2σ GIMIC regions, are very similar to those of the halo sSFR.

Above a characteristic stellar mass of M! " 1010 h−1 M", the

sSFR is very close at both resolutions at all redshifts, indicating

that the intermediate simulation has converged. Between M! "
108 h−1 M" and M! " 1010 h−1 M", the two realizations give

similar results, differing at most by about a factor of 2 (at z = 1).
Resolution effects clearly manifest themselves as an upturn in the

Figure 15. Specific star formation rate, Ṁ!/M!, as a function of stellar

mass for the central galaxy in each halo, in the different GIMIC regions

(colours for intermediate resolution simulations, grey for the high resolution

realisation of the −2σ region), at different redshifts as indicated in each

panel.

sSFR. As discussed by Dalla Vecchia & Schaye (2008) feedback

becomes relatively inefficient in poorly resolved, low-mass galax-

ies because the paucity of surrounding gas particles suppresses the

effective mass loading of winds. Figure 9 thus suggests that the

high resolution simulation is converged forM!∼>108 h−1 M".

In common with the halo sSFR, the galactic sSFR is essen-

tially identical in all the GIMIC regions, i.e. it is independent of

large-scale environment. From z = 6 to z = 0, it drops by more
than two orders of magnitude in amplitude; at all redshifts it peaks

at a (resolved) mass of M! ∼ 3 × 1010 h−1 M" which corre-

sponds to the break in the halo sSFR at M200 ∼ 1012 h−1 M".

This scale reflects, in part, our choice of wind velocity. Above it

the sSFR drops because the gas is too hot to cool efficiently; below

it the sSFR drops because baryons are lost through galactic winds.

The galactic sSFR in our models may be compared with obser-

vational data. Chen et al. (2008) have estimated the sSFR of galax-

ies of stellar mass ∼ 1010.5 M" in the SDSS and DEEP2 redshift

surveys and found it to be ∼ 10−0.6 Gyr−1 and ∼ 10−1.1 Gyr−1

at redshift z = 1 and z = 0 respectively. These values are very
close to those produced in the simulations for these galaxy masses,

as may be seen in Figure 15.

The evolution of the galactic sSFR for galaxies of different

stellar mass is displayed in Figure 16 where it is also compared

with recent observational measurements. In the left-hand panel, we

match the binning of Drory & Alvarez (2008), who estimated the

sSFRD for galaxies in the FORS Deep Field (Drory et al. 2005),

whilst in the right-hand panel we match the binning of Dunne et al.

(2008) who derived sSFR from radio observations of K-selected
galaxies in the Ultra-Deep Survey (UDS) portion of the UKIDDS

(UKIRT Deep Sky Survey) survey. Note that we show the latter

results based on the radio flux-SFR conversion of Bell (2003). In

common with the SFRD data presented earlier, we maintain consis-
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Figure 6. Ratio r = NLyc/NH of the number of ionising photons, NLyc,

produced in each GIMIC region (+1σ to −2σ from top to bottom) divided
by the number of hydrogen atoms, NH, in that region as a function of red-

shift, assuming NLyc/M! = 3.2 × 1060/M!. For a region to produce

enough ionising photons to reionize itself is thought to require r ! a few.

Whereas the more vigorous star formation in the higher density regions re-

sults in larger values of r at given redshift, the recombination rate will be
higher as well, so higher density regions may require higher values of r.
For constant r, the delay in reionisation is almost independent of r, and is
of order ∆z ∼ 1 between the −2 and +1σ regions (inset).

Figure 7. Cumulative number density of galaxies as function of stellar mass

at z = 6 for the five GIMIC regions (solid coloured lines), illustrating the
strong bias of massive stellar systems to over-dense regions. The number

density of −2σ is also shown at z = 3 (dot-dashed). The most massive
galaxies have solar abundances (black stars) and are highly overabundant in

α-process elements (red squares).

gion is∼ 14′×14′ on the sky at z = 6, which is large in compared
to these surveys: the simulation predicts that the SFRD varies by up

to an order of magnitude even on those large scales. The low SFR

per galaxy compounded with the high degree of cosmic variance il-

lustrates how demanding it will be to obtain accurate observational

measurements of the SFRD at these early times.

Interestingly the high-resolution simulation has a nearly con-

stant SFRD from z = 6 to z = 9, with star formation dominated
by small galaxies with very low star formation rates. If the escape

fraction of ionizing radiation from such small haloes is as high as

suggested by the simulations of (Wise & Cen 2008) (time aver-

aged values of ∼ 25 − 80 per cent), then these galaxies will be the
dominant contributors to the UV-background at high z, and may
have been the main sources of radiation that lead to reionisation

((Srbinovsky & Wyithe 2008)). The faintness of each individual

source may then also reconcile the apparent dearth of sources of

UV-photons with the inferred ionization state of the intergalactic

medium at z ∼ 6 ((Bolton & Haehnelt 2007)).
The ratio r = NLyc(z)/NH between the number of ionizing

photons produced per unit volume by stars,NLyc(z), over the num-
ber of hydrogen atoms in that same volume, NH, is plotted for the

different GIMIC regions in Fig.6 as function of redshift. We used

the conversion factor NLyc/M! = 3.2 × 1060/M! that (Benson

et al. 2006) quote for their ‘standard’ initial mass function of pop-

ulation II stars, but different assumptions such as for example an

additional contribution from a population III stars yield conversion

factors up to an order of magnitude higher. Here we stress the very

significant difference in values for NLyc/NH between different re-

gions, a consequence of the large variation in their SFRD as seen in

Fig.4: the higher density regions produces significantly more ion-

izing photons per baryon, in agreement with the findings of (Ciardi

et al. 2003).

Reionisation requires r = NLyc/NH(z) ! rc, where rc is of

order of a few and dependents on how many ionizing photons are

lost to recombinations in the IGM and in the galaxy itself. Because

proto-clusters (such as the+2σ region) produce more ionizing pho-
tons than proto-voids (the −2σ region), gas at the same density in
the proto-cluster region will be ionized earlier than gas in the proto-

void (Trac et al. (2008)). The expected delay can be read from the

inset of Fig.6:∆z ∼ 1 between the −1σ and −2σ regions, largely
independent of z and the poorly known required value of rc (since

the offset in NLyc/NH between regions is largely independent of

z; recall that we did not run the +2σ region at high resolution).

Assuming further that the gas temperature drops adiabatically af-

ter reionisation implies that the gas temperature differs between the

+1 and −2 regions by a factor ∼ (1 + 12)2/(1 + 11)2 ≈ 1.2
for rc = 1. This is probably too small to measure directly from
the line-widths in the Lyman-α forest as was attempted by (Theuns
et al. 2002b). Trac et al. (2008) claim a similar delay in reioni-

sation may cause the inversion in the temperature-density of the

intergalactic medium as inferred by Bolton et al. (2008).

The simulation predicts the existence of massive stellar sys-

tems (M! ∼ 1011 h−1 M!) even at z = 6 (Fig.7). The dark mat-
ter haloes that host these massive galaxies are so strongly biased

to over dense regions such as the +2σ GIMICregion that the void
region−2σ only catches-up at z ∼ 3 (dot-dashed line). These mas-
sive galaxies are embedded in large haloes of hot (T ∼ 107 K) gas

in nearly spherical regions of co-moving radius ∼ 0.3 h−1 Mpc,

but the galaxies themselves are extremely compact (co-moving

radii of ∼ 3h−1 kpc). The stars have near-solar metallicity, are

highly overabundant in α elements produced in type II SNe (such
as oxygen) relative to type I elements (such as iron) and are old,

Stellar mass 
function z=6 α − element enriched

Solar 
abundance

M! = 1011
M! solar-abundance galaxy
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ABSTRACT

We investigate the physics driving the cosmic star formation (SF) history using the
more than fifty large, cosmological, hydrodynamical simulations that together com-
prise the OverWhelmingly Large Simulations (OWLS) project. We systematically vary
the parameters of the model to determine which physical processes are dominant and
which aspects of the model are robust. Generically, we find that SF is limited by the
build-up of dark matter haloes at high redshift, reaches a broad maximum at inter-
mediate redshift, then decreases as it is quenched by lower cooling rates in hotter and
lower density gas, gas exhaustion, and self-regulated feedback from stars and black
holes. The higher redshift SF is therefore mostly determined by the cosmological pa-
rameters and to a lesser extent by photo-heating from reionization. The location and
height of the peak in the SF history, and the steepness of the decline towards the
present, depend on the physics and implementation of stellar and black hole feedback.
Mass loss from intermediate-mass stars and metal-line cooling both boost the SF rate
at late times. Galaxies form stars in a self-regulated fashion at a rate controlled by
the balance between, on the one hand, feedback from massive stars and black holes
and, on the other hand, gas cooling and accretion. Paradoxically, the SF rate is highly
insensitive to the assumed SF law. This can be understood in terms of self-regulation:
if the SF efficiency is changed, then galaxies adjust their gas fractions so as to achieve
the same rate of production of massive stars. Self-regulated feedback from accreting
black holes is required to match the steep decline in the observed SF rate below red-
shift two, although more extreme feedback from SF, for example in the form of a
top-heavy initial stellar mass function at high gas pressures, can help.

Key words: cosmology: theory – galaxies: formation – galaxies: evolution – stars:
formation

1 INTRODUCTION

The cosmic history of star formation (SF) is one of
the most fundamental observables of our Universe. Mea-
suring the global star formation rate (SFR) density
as a function of redshift has therefore long been one
of the primary goals of observational astronomy (e.g.
Lilly et al. 1996; Madau et al. 1996; Steidel et al. 1999;

! E-mail: schaye@strw.leidenuniv.nl

Ouchi et al. 2004; Schiminovich et al. 2005; Arnouts et al.
2005; Hopkins & Beacom 2006; Bouwens et al. 2007).

Modeling the cosmic star formation history (SFH) is
not an easy task because it depends on a complex inter-
play of physical processes and because a large range of halo
masses contributes. To predict the SFH within the context
of the cold dark matter cosmology, one must first get the
dark matter halo mass function right. These days this is the
easier part, as the cosmological parameters are relatively
well constrained. Then one must model the rate at which
gas accretes, cools, collapses, and turns into stars. Even if

c© 2007 RAS
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Figure 1. Zoom into a M200 = 1012.2 M! halo at z = 2 in the REF L025N512 simulation. From left-to-right, the images are 10, 1, and
0.1 h−1 Mpc on a side. All slices are 1 h−1 Mpc thick. Note that the first image shows only a fraction of the total simulation volume,
which is cubic and 25 h−1 Mpc on a side. The color coding shows the projected gas density, log10 ρ/ 〈ρb〉, and the color scale ranges from
-1 to 4 (which is lower than the true maximum of the image). The coordinate axes were rotated to show the galaxy face-on. This halo
is the 10th most massive in the simulation. About half of the haloes in this mass range host extended disk galaxies, while the other half
have highly disturbed morphologies due to ongoing mergers.

Figure 2. Zoom into a M200 = 1014.2 M! halo at z = 0 in the REF L100N512 simulation. From left-to-right, the images are 40, 4, and
0.4 h−1 Mpc on a side. All slices are 1 h−1 Mpc thick. Note that the first image shows only a fraction of the total simulation volume,
which is cubic and 100 h−1 Mpc on a side. The color coding shows the projected gas density, log10 ρ/ 〈ρb〉, and the color scale ranges
from -1 to 4 (which is lower than the true maximum of the image). This halo is the 10th most massive in the simulation.

{Ωm, Ωb, ΩΛ, σ8, ns, h} = {0.238, 0.0418, 0.762, 0.74, 0.951,
0.73}, which are consistent with the WMAP 5-year data
(Komatsu et al. 2008).1 The primordial baryonic mass frac-
tion of helium is assumed to be 0.248.

3.1.2 Radiative cooling and heating

Radiative cooling is central to simulations of the formation
of galaxies as it enables baryons to dissipate their binding
energy which allows their collapse to proceed within virial-
ized structures. Photo-heating by the ionizing background
radiation also plays a key role because it strongly increases
pressure forces in low-density gas, thereby smoothing out
small-scale baryonic structures.

1 The most notable difference is in σ8, which is 1.6 σ lower in
WMAP3 than in WMAP5.

Previous cosmological simulations have typically in-
cluded radiative cooling assuming primordial abundances
(e.g. Springel & Hernquist 2003b). Some recent studies
have included metal-line cooling (e.g. Scannapieco et al.
2005; Romeo et al. 2006; Oppenheimer & Davé 2006;
Tornatore et al. 2007; Choi & Nagamine 2009), but under
the assumption of collisional ionization equilibrium and
fixed relative abundances. Photo-ionization by the UV back-
ground radiation does not only provide a source of heat, it
also reduces the cooling rates for both primordial and metal-
enriched plasmas (Efstathiou 1992; Wiersma et al. 2009a).
Wiersma et al. (2009a) emphasized the importance of in-
cluding this effect as well as variations in the relative abun-
dances of the elements.

We implemented radiative cooling and heating using the

c© 2007 RAS, MNRAS 000, 1–27
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Chemical enrichment in cosmological simulations: Where are the metals? 5

Table 1. Simulation Set

Name Box Size (Mpc/h) Comment

DBLIMFCONTSFV1618 100/25 Top-heavy IMF above nH > 30 cm−3, vw = 1618 km s−1

DBLIMFV1618 100/25 Top-heavy IMF above nH > 30 cm−3, vw = 1618 km s−1, Σ̇∗(0) = 2.083 × 10−5M#yr−1kpc−2

DBLIMFCONTSFML14 100/25 Top-heavy IMF above nH > 30 cm−3, η = 14.545
DBLIMFML14 100/25 Top-heavy IMF above nH > 30 cm−3, η = 14.545, Σ̇∗(0) = 2.083 × 10−5M#yr−1kpc−2

REFERENCE 100/25

EOS1p0 100/25 Isothermal equation of state, particles with nH > 30 cm−3 are instantaneously converted into stars if

they are on the equation of state

EOS1p67 25 Equation of state p ∝ ργ∗ , γ∗ = 5/3
IMFSALP 100/25 Salpeter IMF, SF law rescaled

MILL 100/25 Millenium cosmology (WMAP1):

(Ωm,ΩΛ, Ωbh
2, h, σ8, n, XHe) = (0.25, 0.75, 0.024, 0.73, 0.9, 1.0, 0.249)

NOAGB NOSNIa 100 AGB & SNIa mass & energy transfer off

NOHeHEAT 25 No He reheating

NOSN 100/25 No SNII winds, no SNIa energy transfer

NOSN NOZCOOL 100/25 No SNII winds, no SNIa energy transfer,

cooling uses initial (i.e., primordial) abundances

NOZCOOL 100/25 Cooling uses initial (i.e., primordial) abundances

REIONZ06 25 Redshift reionization = 6

REIONZ12 25 Redshift reionization = 12

SFAMPLx3 25 Σ̇∗(0) = 4.545 × 10−4M#yr−1kpc−2

SFAMPLx6 25 Σ̇∗(0) = 9.09 × 10−4M#yr−1kpc−2

SFSLOPE1p75 25 γKS = 1.75
SFTHRESZ 25 Metallicity-dependent SF threshold

SNIaGAUSS 100 Gaussian SNIa delay distribution (efficiency: 2.56 %)

WDENS 100/25 Wind mass loading and velocity determined by the local density

WML1V848 100/25 η = 1, vw = 848km s−1

WML4 100/25 η = 4
WML8V300 25 η = 8, vw = 300km s−1

WPOT 100/25 Momentum driven wind model (scaled with the potential)

WPOTNOKICK 100/25 Momentum driven wind model (scaled with the potential) without extra velocity

kick = 2 x local velocity dispersion

WVCIRC 100/25 Momentum driven wind model (scaled with the resident halo mass)

role for boxes larger than 12h−1Mpc. On the other hand, reso-

lution proves to be much more of a challenge. The stellar metal

mass fraction just barely converges for the L025N512 resolution,

although the difference is small by z = 0. The metal-mass frac-
tion in the cold-phase NSF gas is converged to within a factor of

two. Obtaining converged results tends to be more challenging at

higher redshifts. Metallicities are generally better converged then

the fractions of metals in a given phase, and are reasonably reli-

able for all phases at the resolution of the L100N512 simulations,

with the exception of the metallicity of the diffuse IGM. Higher

resolution simulations generally yield higher metallicities, espce-

cially at higher redshift, but even in this phase, the simulations are

converged by z = 4 (z = 6) for L100N512 (L025N512) runs.
The distribution of metals at z = 0 and z = 2 is investi-

gated in more detail in Fig. 4. The metallicity probability distribu-

tion (PDF) shows several maxima in both density and temperature,

with minima at log(ρ/〈ρ〉) ∼ 3 and 4 at z = 2 and z = 0, re-
spectively, and in log(T/K) ≈ 5. All models have a relatively well
pronounced maximum at log(ρ/〈ρ〉) = 0: above this density gas
tends to accrete quickly into haloes, below it the level of enrich-

ment is small. The location of the secondary maximum is close to

the star formation threshold for most models, although for some it

is significantly lower. The location at log(T/K) ≈ 5 of the tem-
perature minimum is caused by the very efficient cooling of gas at

that temperature. The temperature distribution of the metals shows

relatively little variation between models, but there is more vari-

ation in their distribution with density. These figures once more

illustrate the large dynamic range in density and temperature over

which metals are distributed. The metal distribution over stars of

given abundance is remarkably similar between all shown models.

These distributions are mostly converged in both box size and res-

olution (Fig. B3 and Fig. C3 of paper I), with some dependence of

the temperature distribution on box size, and of the density distri-

bution on resolution.

3.2 Impact of energy feedback and line cooling

Ever since the pioneering work of White & Rees (1978) and

White & Frenk (1991) it has been known that feedback plays an

important role in controlling the growth of galaxies, with super-

nova driven winds (Dekel & Silk 1986), AGN (Bower et al. 2008),

and cosmic rays (Jubelgas et al. 2008) the usual suspects, see e.g.

Baugh (2006) for a review. Because metals are detected at low den-

sities yet were synthesised inside galaxies, non-gravitational pro-

cesses such as galactic winds that enrich the surroundings of galax-

ies, are clearly present, although other processes are at work as well

. The OWLS simulations invoke energy feedback due to supernova

explosions as a way to not only heat gas in the surroundings of

galaxies, but also to power such galactic outflows. Here we inves-

tigate to what extent the metal distribution differs in models with

and without energy feedback.

A significant improvement in the OWLS simulation suite is

the cooling routine, which takes into account the detailed contri-
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Figure 6. As Fig. 5, but comparing the SFHs for models with and
without metal-line cooling, both in the presence and absence of
SN-driven winds. Except at very high redshift, metal-line cooling
strongly increases the SFR. The boost due to metal-line cooling is
greater when SN feedback is included, which implies that metals
radiate away a significant fraction of the energy injected by SNe.

The olive, dotted curve in Fig. 5 shows the SFH pre-
dicted by the Galaxies-Intergalactic Medium Interaction
Calculation (GIMIC, Crain et al. 2009). GIMIC consists of
a series of hydrodynamical simulations that zoom in on
25 Mpc subvolumes of the 500 h−1 Mpc dark matter only
Millennium simulation and was run using the same code
and parameter values as MILL. Fig. 5 shows the SFH com-
puted from the weighted average of the five GIMIC sub-
volumes. The particle mass (gravitational softening) used
for the GIMIC runs7 is 8 (2) times larger than that of our
25 h−1 Mpc box and thus 8 (2) times smaller than for our
100 h−1 Mpc box. At very high redshift the SFR in the
GIMIC run is intermediate between that of our two MILL
box sizes. For z < 7 it is very close to that of the 25 h−1 Mpc
box and at z < 3 it agrees with the 100 h−1 Mpc run, al-
though the GIMIC SFR falls of somewhat more steeply be-
low z = 2. These differences are exactly what is expected
from resolution effects as can be seen by comparing the SFHs
for the 25, 50 and 100 h−1 Mpc boxes shown in the right
panel of Fig. 4. The excellent agreement confirms that our
box sizes are sufficiently large to obtain a converged predic-
tion for the cosmic SFH.

4.2 Metal-line cooling

Simulations without any radiative cooling are of interest for
the study of hot gas in groups of clusters of galaxies (we have
run such a simulation for this purpose in the 100 h−1 Mpc
box), but in order to form stars, the gas must be able to
radiate away its binding energy. Despite the importance of
cooling, most cosmological studies still use highly simplified
prescriptions, ignoring metal-line cooling or including it un-
der the assumption of collisional ionization equilibrium and

7 These are the numbers for the intermediate resolution GIMIC
runs. The high-resolution runs use the same particle masses and
force resolution as our 25 h−1 Mpc box, but they end at z = 2
and do not include the highest density subvolume.

fixed relative abundances. Our simulations are the first to
compute the cooling rates element-by-element and the first
to include the effect of photo-ionisation on the heavy ele-
ments.

Fig. 6 compares the reference simulations with runs that
ignored metal-line cooling (NOZCOOL; dashed, red). As ex-
pected, the two agree at very high redshift where there has
not been enough time to enrich the gas significantly and
where much of the gas falls in cold (e.g. White & Frenk
1991; Birnboim & Dekel 2003; Kereš et al. 2005). At late
times, the runs without metal-line cooling consistently pre-
dict lower SFRs. For our high-resolution L025N512 runs the
difference increases with cosmic time to 0.3 dex at z = 2.
While the SFR increases to z = 2 for REF, it peaks at z = 4
when metal-line cooling is ignored. Interestingly, for the
L100 runs the difference decreases after peaking at about
0.4 dex around z = 0.4.

Also shown in Fig. 6 are four8 runs without SN-
driven winds (but still including metal production and mass
loss from SNe), both with and without metal-line cooling.
Clearly, SN feedback strongly suppresses the SF, a point
that we will come back to in section 4.8.

Interestingly, while metal-line cooling also enhances the
SFR in the absence of SN feedback, its effect is smaller than
when SN feedback is included. Put another way, the fac-
tor by which SN feedback reduces the SFR is smaller when
metal-line cooling is included. There are two possible ex-
planations for this effect, which may both be right. First,
metal-line cooling may reduce the efficiency of SN feedback,
probably because it increases radiative losses in gas that has
been shock-heated by the wind. Second, SN feedback may
increase the effect of metal-line cooling, probably because it
increases the fraction of the gas that is enriched. The former
explanation is likely to be most relevant for galaxy groups,
as we will show elsewhere that galactic winds do not domi-
nate the enrichment of the intragroup medium.

Recently, Choi & Nagamine (2009) have also investi-
gated the effect of metal-line cooling on the SFH. While they
also used gadget, their simulations used about an order of
magnitude fewer particles and were stopped at higher red-
shifts. They did not include stellar evolution, they assumed
a different cosmology and used different subgrid prescrip-
tions for SF and SN feedback. Their cooling rates were taken
from Sutherland & Dopita (1993) and assume fixed relative
abundances and collisional ionization equilibrium. Hence,
there are many differences compared to our implementation
of cooling, as we do include stellar evolution and compute
the cooling rates element-by-element, including the effects
of photo-ionisation by the meta-galactic UV/X-ray back-
ground. For their simulations with resolutions similar to our
L025N512 runs (but a much smaller box), they found that
metal-line cooling increases the SFR by less than 0.1 dex at
z = 3, whereas we find 0.16 dex. In simulations with resolu-
tion comparable to our L100N512, they found an increase of
about 0.25 dex by z = 1 whereas we find 0.3 dex. Thus, the
results are broadly consistent although we find a somewhat
larger boost due to metal cooling.

Clearly, except at very high redshift, metal-line cool-
ing is very important. It boosts the SFRs by allowing more

8 Note that NOSN NOZCOOL L025N512 was stopped earlier.
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Figure 3. Mach 6.04 shock, cooling. Each blue cross represents a Flash cell,

each red cross represents an SPH particle. black line is the analytic solution

(equivalent to just the left hand side of Figure 2). The SPH particles shock

over several smoothing lengths, allowing them time to cool. Unfortunately,

this means they never reach the high temperature and cool all the way back

down to the pre-shock temperature, forming a cold dense region similar that

in Figure 2.

Figure 4. Cooling functions. Solid and dashed lines represent astrophysical

cooling functions for [Z/Z⊙] = 0,−3 respectively and an ionizing back-

ground (Wiersma et al. 2009). Dot dashed line shows a cooling spike such

as in section 2, for comparison, on the same logarithmic scale.

for artificial viscosity. The outstanding question here is thus only

one of how much resolution is required; to this end we re-ran the

M = 4.7 simulation with a factor of 8 increase in the particle

count (from ≈ 80, 000 to ≈ 660, 000). Let us first, however, make

some general remarks about the problem.

Given the maximum temperature, Ts, of the radiating shock

we can estimate the error of the SPH maximum temperature as

∆T by estimating the radiative cooling over the shock (the physi-

cal shock is non-adiabatic and so occurs on timescales many orders

of magnitude shorter than that of the cooling). Assuming the width

of the SPH shock is ∝ h, the smoothing length, the temperature

Figure 5. Temperature vs position for simulations of theM = 4.7 shock

with cooling. Red crosses are the SPH particles as for the lower panel of

figure 2. Green crosses are a 2× higher resolution run (i.e. a factor of 8
more particles). Magenta and grey crosses include the cooling switch, the

latter indicating that the cooling switch is being applied. The it solid black

line is the analytic solution. The lower resolution run with captures the tem-

perature peak to within 25%, for the higher it is around 15%. When the

simulation is close to convergence, we would expect ∆T ∝ ∆u ∝ h the

smoothing length, i.e to get within 1% of the temperature we would need

a factor of ∼ 104
more particles. In the Magenta and grey crosses we see

that disabling cooling over the particles which are shocking has allowed the

shock to reach the correct temperature, found in the analytic solution. Note

there is very little scatter as to where the cooling limit is being applied, de-

spite the function being applied on a per-particle basis. As the SPH particles

reach the shocked temperature the cooling is re-enabled and the gas slows

and cools on to the cold and dense region on the right.

difference will be given, to 1st order, by

kB∆T ∝ h
v0

· mpu̇(Ts)|Λ (15)

∆T
T0

∝ h
∆xΛ

(16)

where we have assumed that all the mechanical energy has been

converted in to thermal energy and that Ts � T0. For larger

smoothing lengths we expect the temperature difference to become

sub-linear in the smoothing length, since the cooling is weaker at

lower temperatures (assuming we are on the left hand side of the

cooling ‘spike’).

If we apply this argument to Figure 5 we see that increasing

the number of particles by a factor of ∼ 8 (i.e. reducing h by a

factor of 2) reduces the temperature difference by a factor of∼ 1.5,

suggesting that we are not quite in the linear regime. To reach a

temperature within 1% of the analytic temperature would seem to

require increasing the particle count by a factor of ∼ 104
.

Such a resolution seems an unrealistic target with current com-

puter technology, so we seek an alternative solution involving a

switch to prevent cooling during the shock process. Such a switch

is further discussed in section 5

3 A RESOLUTION CRITERIA FOR SPH SHOCKS

Having established the difficulty of modelling certain shock prob-

lems in SPH we now wish to obtain a metric against which we can
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Figure 1. Plots demonstrating the entropy cores formed in idealised head on mergers of equal mass (1015M!) clusters in the FLASH

and GADGET-2 simulations. The left hand panel shows the entropy distribution as a function of radius, where the data points are the
median entropy value in radial bins and the error bars correspond to the 25th and 75th percentiles. The dashed black line represents
the initial powerlaw configuration. The blue squares and blue triangles represent the default (105 gas particles) and high resolution (106

gas particles) GADGET-2 runs. The cyan squares, green squares, red squares, and magenta squares represent FLASH AMR runs with 5,
6 (default), 7, and 8 levels of refinement, respectively, which correspond to peak grid cell sizes of ≈ 78, 39, 19.5, and 9.8 kpc (note that
r200 ≈ 2062 kpc, initially). The green triangles represent a FLASH run with a uniform grid size of ≈ 39 kpc. The right hand panel presents
the results in a slightly different way: it shows the cumulative entropy distribution [ K(< Mgas) ] as a function gas mass (Mgas), where
the results have been normalised to the default GADGET-2 run (dashed black line) — see text. The solid blue curve represents the high
resolution GADGET-2 run, whereas the solid cyan, green, red, and magenta curves represent the FLASH AMR runs with 5, 6, 7, and 8
levels of refinement. The dotted green curve represents the uniform FLASH run. Here we see that the default GADGET-2 and FLASH

runs are effectively converged.

AMR simulations had systematically higher entropy core
amplitudes than their SPH counterparts. Since this effect
was observed in cosmological simulations, it was generally
believed that the discrepancy may have been about through
insufficient resolution in the mesh codes at high redshift.
This would result in under-resolved small scale structure
formation in the early universe. Our first aim is therefore
to determine whether the effect is indeed due to resolution
limitations or if it is due to a more fundamental difference
between the two types codes. We test this using identical
idealised binary mergers of spherically-symmetric clusters
in GADGET-2 and FLASH where we can straightforwardly
vary the adopted numerical resolution.

3.1 A Significant Discrepancy

As a starting point, we investigate the generation of en-
tropy cores in head on mergers between two identical
1015Msun clusters, each colliding with an initial speed of
0.5Vcirc(r200) = 722 km/s (i.e., the initial relative velocity is
Vcirc(r200), which is typical of merging systems in cosmolog-
ical simulations; see McCarthy et al. 2007). The system is
initialised such that the two clusters are just barely touching
(i.e., their centres are separated by 2r200). The simulations
are run for a duration of 10 Gyr, by the end of which the

merged system has relaxed and there is very little entropy
generation ongoing.

Our idealised test confirms the results of non-radiative
cosmological simulations — that there is a distinct difference
in the amplitude of the entropy cores in the AMR and SPH
simulations. An immediate question is whether this is the
result of the different effective resolutions of the codes. Res-
olution tests can be seen in the left hand panel of Figure 1,
where we plot the resulting radial entropy distributions. To
make a direct comparison with the cosmological results of
VKB05 (see their Fig. 5), we normalise the entropy by (ini-

tial) “virial” entropy (with K200 ∝ M2/3
200 ) and the radius by

the initial virial radius, r200.

The plot clearly shows that the simulations converge on
two distinctly different solutions within the inner ten percent
of r200, whereas the entropy at large radii shows relatively
good agreement between the two codes. The simulations per-
formed for the resolution test span an increase of almost an
order of magnitude in FLASH and an order of magnitude
in Gadget. FLASH achieves good convergence after reaching
an effective resolution of 5123 cells (peak spatial resolution
of ≈ 39 kpc), which is why this run was selected to be the
‘default’ FLASH run. Although with increased resolution the
GADGET-2 simulations show a minor increase in the entropy
within 10% of r200, it is only of order ∼ 5%. We have also
tried a FLASH run with a uniform (as opposed to adaptive)
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Figure 10. The enrichment sampling problem. A: A star particle enriches its neighbouring gas particles (red). B: The energy released by massive stars within

the star particle drives its neighbours away. Because metals are stuck to particle the local metallicity in the shell fluctuates. C: Using kinetic feedback the

problem is worse because only a small fraction of the neighbours are kicked.

j. However, this is computationally more expensive and would in
any case only conserve metal mass if the time steps of all particles

were synchronized, which is not the case for GADGET. At the end

of the L025N512 (L100N512) runs the total smoothed metal mass

is 0.14% lower (3.7% higher) than the total particle metal mass. For

the lower resolution L025N128 (L100N128) run the total smoothed

metal mass is 3.6% higher (18% higher) than the total particle metal

mass. The use of smoothed abundances in simulations that include

star formation therefore results in a slight overestimate of the metal

mass, but the difference decreases rapidly with increasing resolu-

tion and is negligible at the resolution of our L025N512 simulation

(for which the total smoothed metal mass is actually smaller than

the total particle metal mass). However, note that we compared total

smoothed and particle metal masses in simulations that always used

smoothed abundances to compute the cooling rates, stellar lifetimes

and yields.

Because increased metal abundances will result in increased

cooling and thus increased star formation and increased metal pro-

duction, we expect the difference to increase if we compare the

total smoothed metal mass predicted by a simulation employing

smoothed abundances with the total particle metal mass predicted

by a simulation employing particle abundances. We have tested this

by comparing two L100N128 simulations. Indeed, we found that

at z = 0 the total smoothed metal mass in the simulation using
smoothed abundances was about 47% greater than the total particle

metal mass in the simulation using particle abundances.

As can be seen from Figure 11, the simulation that uses

smoothed abundances (red curve) produces about twice as many

stars as the simulation that used particle abundances (black curve).

We performed a further test to determine if the increase in the stel-

lar mass resulting from our use of smoothed abundances is due to

the non-conservation of metal mass or to the increased metal mix-

ing (i.e., metal cooling affects more particles). To this end we ran

another version of the L100N128 simulation that used smoothed

abundances but in which the smoothed abundances were multi-

plied by a factor 1/1.47 before passing them to the cooling rou-

tine. As can be seen from Figure 11 (blue curve), the result is much

closer to the simulation using smoothed abundances (but without

the reduction factor) than to the simulation using particle abun-

dances. Hence, the increase in the total stellar mass is mostly due

to the increase in the metal mixing. The fact that non-conservation

of metal mass is much less important than metal mixing and that

the mismatch between the total metal masses becomes very small

for our highest resolution simulations, support our decision to use

smoothed abundances during the simulations.

This example demonstrates that the poor performance of SPH

Figure 11. Stellar mass density as a function of redshift for 1283 ,

100 h−1 Mpc runs. The red curve shows the total stellar mass density
in L100N128 which employs smoothed abundances in the calculation of

the cooling rates. The black curve indicates the total particle metal mass

in a simulation that computed the cooling rates using particle abundances.

The use of smoothed abundances roughly doubles the stellar mass produced

by z = 0. The blue curve used smoothed abundances for the cooling after
multiplying them by a factor 0.68 to account for the difference in total metal

mass between the previous two runs. The fact that the blue curve is close

to the red one indicates that the increase in the stellar mass when using

smoothed abundances is mostly due to the increased metal mixing rather

than the small increase in the total metal mass.

with regards to metal sampling and mixing is an important problem

that can have a very large effect on the predicted star formation

history. On the other hand, we expect the differences to be smaller

for our higher resolution simulations.

In figure 12 we directly compare the z = 0 smoothed and par-
ticle metallicities in the L100N512 simulation. The contours show

the logarithm of the particle number density in the Zsm − Zpart

plane. The dashed line indicates 1-1 correspondence. The two

metallicities are strongly correlated for high metallicities. This is

expected, because high-metallicity gas will have been enriched by

many star particles during many time steps and we therefore ex-

pect the metals to be well mixed. For low particle metallicities,

however, the two metallicity definitions become essentially uncor-

related and the smoothed metallicities are typically higher than the

particle metallicities. This is because a single enriched particle can

give its neighbours a range of smoothed abundances depending on

their distances.
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Figure 10. The enrichment sampling problem. A: A star particle enriches its neighbouring gas particles (red). B: The energy released by massive stars within

the star particle drives its neighbours away. Because metals are stuck to particle the local metallicity in the shell fluctuates. C: Using kinetic feedback the

problem is worse because only a small fraction of the neighbours are kicked.

j. However, this is computationally more expensive and would in
any case only conserve metal mass if the time steps of all particles

were synchronized, which is not the case for GADGET. At the end

of the L025N512 (L100N512) runs the total smoothed metal mass

is 0.14% lower (3.7% higher) than the total particle metal mass. For

the lower resolution L025N128 (L100N128) run the total smoothed

metal mass is 3.6% higher (18% higher) than the total particle metal

mass. The use of smoothed abundances in simulations that include

star formation therefore results in a slight overestimate of the metal

mass, but the difference decreases rapidly with increasing resolu-

tion and is negligible at the resolution of our L025N512 simulation

(for which the total smoothed metal mass is actually smaller than

the total particle metal mass). However, note that we compared total

smoothed and particle metal masses in simulations that always used

smoothed abundances to compute the cooling rates, stellar lifetimes

and yields.

Because increased metal abundances will result in increased

cooling and thus increased star formation and increased metal pro-

duction, we expect the difference to increase if we compare the

total smoothed metal mass predicted by a simulation employing

smoothed abundances with the total particle metal mass predicted

by a simulation employing particle abundances. We have tested this

by comparing two L100N128 simulations. Indeed, we found that

at z = 0 the total smoothed metal mass in the simulation using
smoothed abundances was about 47% greater than the total particle

metal mass in the simulation using particle abundances.

As can be seen from Figure 11, the simulation that uses

smoothed abundances (red curve) produces about twice as many

stars as the simulation that used particle abundances (black curve).

We performed a further test to determine if the increase in the stel-

lar mass resulting from our use of smoothed abundances is due to

the non-conservation of metal mass or to the increased metal mix-

ing (i.e., metal cooling affects more particles). To this end we ran

another version of the L100N128 simulation that used smoothed

abundances but in which the smoothed abundances were multi-

plied by a factor 1/1.47 before passing them to the cooling rou-

tine. As can be seen from Figure 11 (blue curve), the result is much

closer to the simulation using smoothed abundances (but without

the reduction factor) than to the simulation using particle abun-

dances. Hence, the increase in the total stellar mass is mostly due

to the increase in the metal mixing. The fact that non-conservation

of metal mass is much less important than metal mixing and that

the mismatch between the total metal masses becomes very small

for our highest resolution simulations, support our decision to use

smoothed abundances during the simulations.

This example demonstrates that the poor performance of SPH

Figure 11. Stellar mass density as a function of redshift for 1283 ,

100 h−1 Mpc runs. The red curve shows the total stellar mass density
in L100N128 which employs smoothed abundances in the calculation of

the cooling rates. The black curve indicates the total particle metal mass

in a simulation that computed the cooling rates using particle abundances.

The use of smoothed abundances roughly doubles the stellar mass produced

by z = 0. The blue curve used smoothed abundances for the cooling after
multiplying them by a factor 0.68 to account for the difference in total metal

mass between the previous two runs. The fact that the blue curve is close

to the red one indicates that the increase in the stellar mass when using

smoothed abundances is mostly due to the increased metal mixing rather

than the small increase in the total metal mass.

with regards to metal sampling and mixing is an important problem

that can have a very large effect on the predicted star formation

history. On the other hand, we expect the differences to be smaller

for our higher resolution simulations.

In figure 12 we directly compare the z = 0 smoothed and par-
ticle metallicities in the L100N512 simulation. The contours show

the logarithm of the particle number density in the Zsm − Zpart

plane. The dashed line indicates 1-1 correspondence. The two

metallicities are strongly correlated for high metallicities. This is

expected, because high-metallicity gas will have been enriched by

many star particles during many time steps and we therefore ex-

pect the metals to be well mixed. For low particle metallicities,

however, the two metallicity definitions become essentially uncor-

related and the smoothed metallicities are typically higher than the

particle metallicities. This is because a single enriched particle can

give its neighbours a range of smoothed abundances depending on

their distances.
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ABSTRACT

We present an implementation of stellar evolution and chemical feedback for smoothed parti-
cle hydrodynamics (SPH) simulations. We consider the timed release of individual elements
by both massive (Type II supernovae and stellar winds) and intermediate mass stars (Type Ia
supernovae and asymptotic giant branch stars). We illustrate the results of our method using
a suite of cosmological simulations that include new prescriptions for radiative cooling, star
formation, and galactic winds. Radiative cooling is implemented element-by-element, in the
presence of an ionizing radiation background, and we track all 11 elements that contribute
significantly to the radiative cooling.

While all simulations presented here use a single set of physical parameters, we take
specific care to investigate the robustness of the predictions of chemodynamical simulations
with respect to the ingredients, the methods, and the numerical convergence. A comparison of
nucleosynthetic yields taken from the literature indicates that relative abundance ratios may
only be reliable at the factor of two level, even for a fixed initial mass function. Abundances
relative to iron are even more uncertain because the rate of supernovae Ia is not well known.
We contrast two reasonable definitions of the metallicity of a resolution element and find
that while they agree for high metallicities, there are large differences at low metallicities.
We argue the discrepancy is indicative of the lack of metal mixing caused by the fact that
metals are stuck to particles. We argue that since this is a (numerical) sampling problem,
solving it using a poorly constrained physical process such as diffusion could have undesired
consequences. We demonstrate that the two metallicity definitions result in redshift z = 0

stellar masses that can differ by up to a factor of two, because of the sensitivity of the cooling
rates to the elemental abundances.

Finally, we use several 5123 particle simulations to investigate the evolution of the distri-
bution of heavy elements. We find that by z = 0 most of the metals are locked up in stars. The
gaseous metals are distributed over a very wide range of gas densities and temperatures. The
shock-heated warm-hot intergalactic medium has a relatively high metallicity of ∼ 10−1 Z"

that evolves only weakly and is therefore an important reservoir of metals. Any census aiming
to account for most of the metal mass will have to take a wide variety of objects and structures
into account.

Keywords: cosmology: theory — galaxies: abundances — galaxies: formation — intergalac-
tic medium — methods: numerical

! E-mail: wiersma@strw.leidenuniv.nl

1 INTRODUCTION

Nucleosynthetic processes within stars and supernovae (SNe)

change the abundances of elements in the Universe over time.

As stars release these elements back into the diffuse interstellar

medium (ISM) that surrounds them, subsequent generations of stars
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Figure 1. Plots demonstrating the entropy cores formed in idealised head on mergers of equal mass (1015M!) clusters in the FLASH

and GADGET-2 simulations. The left hand panel shows the entropy distribution as a function of radius, where the data points are the
median entropy value in radial bins and the error bars correspond to the 25th and 75th percentiles. The dashed black line represents
the initial powerlaw configuration. The blue squares and blue triangles represent the default (105 gas particles) and high resolution (106

gas particles) GADGET-2 runs. The cyan squares, green squares, red squares, and magenta squares represent FLASH AMR runs with 5,
6 (default), 7, and 8 levels of refinement, respectively, which correspond to peak grid cell sizes of ≈ 78, 39, 19.5, and 9.8 kpc (note that
r200 ≈ 2062 kpc, initially). The green triangles represent a FLASH run with a uniform grid size of ≈ 39 kpc. The right hand panel presents
the results in a slightly different way: it shows the cumulative entropy distribution [ K(< Mgas) ] as a function gas mass (Mgas), where
the results have been normalised to the default GADGET-2 run (dashed black line) — see text. The solid blue curve represents the high
resolution GADGET-2 run, whereas the solid cyan, green, red, and magenta curves represent the FLASH AMR runs with 5, 6, 7, and 8
levels of refinement. The dotted green curve represents the uniform FLASH run. Here we see that the default GADGET-2 and FLASH

runs are effectively converged.

AMR simulations had systematically higher entropy core
amplitudes than their SPH counterparts. Since this effect
was observed in cosmological simulations, it was generally
believed that the discrepancy may have been about through
insufficient resolution in the mesh codes at high redshift.
This would result in under-resolved small scale structure
formation in the early universe. Our first aim is therefore
to determine whether the effect is indeed due to resolution
limitations or if it is due to a more fundamental difference
between the two types codes. We test this using identical
idealised binary mergers of spherically-symmetric clusters
in GADGET-2 and FLASH where we can straightforwardly
vary the adopted numerical resolution.

3.1 A Significant Discrepancy

As a starting point, we investigate the generation of en-
tropy cores in head on mergers between two identical
1015Msun clusters, each colliding with an initial speed of
0.5Vcirc(r200) = 722 km/s (i.e., the initial relative velocity is
Vcirc(r200), which is typical of merging systems in cosmolog-
ical simulations; see McCarthy et al. 2007). The system is
initialised such that the two clusters are just barely touching
(i.e., their centres are separated by 2r200). The simulations
are run for a duration of 10 Gyr, by the end of which the

merged system has relaxed and there is very little entropy
generation ongoing.

Our idealised test confirms the results of non-radiative
cosmological simulations — that there is a distinct difference
in the amplitude of the entropy cores in the AMR and SPH
simulations. An immediate question is whether this is the
result of the different effective resolutions of the codes. Res-
olution tests can be seen in the left hand panel of Figure 1,
where we plot the resulting radial entropy distributions. To
make a direct comparison with the cosmological results of
VKB05 (see their Fig. 5), we normalise the entropy by (ini-

tial) “virial” entropy (with K200 ∝ M2/3
200 ) and the radius by

the initial virial radius, r200.

The plot clearly shows that the simulations converge on
two distinctly different solutions within the inner ten percent
of r200, whereas the entropy at large radii shows relatively
good agreement between the two codes. The simulations per-
formed for the resolution test span an increase of almost an
order of magnitude in FLASH and an order of magnitude
in Gadget. FLASH achieves good convergence after reaching
an effective resolution of 5123 cells (peak spatial resolution
of ≈ 39 kpc), which is why this run was selected to be the
‘default’ FLASH run. Although with increased resolution the
GADGET-2 simulations show a minor increase in the entropy
within 10% of r200, it is only of order ∼ 5%. We have also
tried a FLASH run with a uniform (as opposed to adaptive)
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ABSTRACT

The diffuse plasma that fills galaxy groups and clusters (the intracluster medium,
hereafter ICM) is a by-product of galaxy formation. The present thermal state of this
gas results from a competition between gas cooling and heating. The heating comes
from two distinct sources: gravitational heating associated with the collapse of the
dark matter halo and additional thermal input from the formation of galaxies and their
black holes. A long term goal of this research is to decode the observed temperature,
density and entropy profiles of clusters and to understand the relative roles of these
processes. However, a long standing problem has been that cosmological simulations
based on smoothed particle hydrodynamics (SPH) and Eulerian mesh-based codes
predict different results even when cooling and galaxy/black hole heating are switched
off. Clusters formed in SPH simulations show near powerlaw entropy profiles, while
those formed in Eulerian simulations develop a core and do not allow gas to reach such
low entropies. Since the cooling rate is closely connected to the minimum entropy of
the gas distribution, the differences are of potentially key importance.

In this paper, we investigate the origin of this discrepancy. By comparing simu-
lations run using the GADGET-2 SPH code and the FLASH adaptive Eulerian mesh
code, we show that the discrepancy arises during the idealised merger of two clusters,
and that the differences are not the result of the lower effective resolution of Eulerian
cosmological simulations. The difference is not sensitive to the minimum mesh size
(in Eulerian codes) or the number of particles used (in SPH codes). We investigate
whether the difference is the result of the different gravity solvers, the Galilean non-
invariance of the mesh code or an effect of unsuitable artificial viscosity in the SPH
code. Instead, we find that the difference is inherent to the treatment of vortices in the
two codes. Particles in the SPH simulations retain a close connection to their initial
entropy, while this connection is much weaker in the mesh simulations. The origin of
this difference lies in the treatment of eddies and fluid instabilities. These are sup-
pressed in the SPH simulations, while the cluster mergers generate strong vortices in
the Eulerian simulations that very efficiently mix the fluid and erase the low entropy
gas. We discuss the potentially profound implications of these results.

Key words: hydrodynamics — methods: N-body simulations — galaxies: clusters:
general — cosmology: theory

1 INTRODUCTION

There has been a great deal of attention devoted in recent
years to the properties of the hot X-ray-emitting plasma (the
intracluster medium, hereafter ICM) in the central regions
of massive galaxy groups and clusters. To a large extent, the
focus has been on the competition between radiative cool-
ing losses and various mechanisms that could be heating the

! E-mail: n.l.mitchell@durham.ac.uk

gas and therefore (at least partially) offsetting the effects
of cooling. Prior to the launch of the Chandra and XMM-
Newton X-ray observatories, it was generally accepted that
large quantities of the ICM should be cooling down to very
low energies, where it would cease to emit X-rays and even-
tually condense out into molecular clouds and form stars
(Fabian 1994). However, the amount of cold gas and star
formation actually observed in most systems is well below
what was expected based on analyses of ROSAT, ASCA, and
Einstein X-ray data (e.g., Voit & Donahue 1995; Edge 2001).

c© 2008 RAS

Non-cosmological cluster mergers

63



Tom Theuns

6 N. L. Mitchell et al.

Figure 2. Logarithmic entropy slices through the centre of the default FLASH merger simulation at times 0, 1, 2, 3, 4, 5, 7 and 10 Gyr.
The lowest entropy material is shown in blue, increasing in entropy through green, yellow to red. Each panel is 6 Mpc on a side.

is ∼ 2 in both the idealised and cosmological simulations
(this is also in line with what was seen in the Santa Barbara
comparison of Frenk et al. 1999). This presumably indicates
that whatever mechanism is responsible for the differing core
amplitudes in the cosmological simulations is also responsi-
ble for the differing core amplitudes in our idealised sim-
ulations. This is encouraging, as it implies the generation
of the entropy cores can be studied with idealised simula-
tions. As outlined in §1, the advantage of idealised simula-
tions over cosmological simulations is their relative simplic-
ity. This gives us hope that we can use idealised simulations
to track down the underlying cause of the discrepancy be-
tween particle-based and mesh-based hydrodynamic codes.

The right hand panel of Figure 1 shows the resulting
entropy distributions plotted in a slightly different fashion.
Here we plot the entropy as a function of ‘enclosed’ gas
mass K(< Mgas). This is constructed by simply ranking the
particles/cells by entropy in ascending order and then sum-
ming the masses of the particles/cells [the inverse, Mgas(K),
would therefore be the total mass of gas with entropy lower
than K]. Convective stability ensures that, eventually when
the system is fully relaxed, the lowest-entropy gas will be

located at the very centre of the potential well, while the
highest entropy gas will be located at the system periphery.
K(< Mgas) is therefore arguably a more fundamental quan-
tity than K(r) and we adopt this test throughout the rest
of the paper. It is also noteworthy that in order to compute
K(< Mgas) one does not first need to select a reference point
(e.g., the centre of mass or the position of the particle with
the lowest potential energy) or to bin the particles/cells in
any way, both of which could introduce ambiguities in the
comparison between the SPH and AMR simulations (albeit
likely minor ones).

In the right hand panel of Figure 1, we plot the result-
ing K(< Mgas) distributions normalised to the final entropy
distribution of the default GADGET-2 run. Here we see that
the lowest-entropy gas in the FLASH runs have a higher en-
tropy, by a factor of ≈ 1.7−1.8, than the lowest-entropy gas
in the GADGET-2 runs. Naively, looking at the right hand
panel of Figure 1 one might conclude that the discrepancy
is fairly minor, given that ∼ 95% of the gas has been heated
to a similar degree in the SPH and AMR simulations. But
it is important to keep in mind that it is the properties of
lowest-entropy gas in particular that are most relevant to
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Figure 3. Mach 6.04 shock, cooling. Each blue cross represents a Flash cell,

each red cross represents an SPH particle. black line is the analytic solution

(equivalent to just the left hand side of Figure 2). The SPH particles shock

over several smoothing lengths, allowing them time to cool. Unfortunately,

this means they never reach the high temperature and cool all the way back

down to the pre-shock temperature, forming a cold dense region similar that

in Figure 2.

Figure 4. Cooling functions. Solid and dashed lines represent astrophysical

cooling functions for [Z/Z⊙] = 0,−3 respectively and an ionizing back-

ground (Wiersma et al. 2009). Dot dashed line shows a cooling spike such

as in section 2, for comparison, on the same logarithmic scale.

for artificial viscosity. The outstanding question here is thus only

one of how much resolution is required; to this end we re-ran the

M = 4.7 simulation with a factor of 8 increase in the particle

count (from ≈ 80, 000 to ≈ 660, 000). Let us first, however, make

some general remarks about the problem.

Given the maximum temperature, Ts, of the radiating shock

we can estimate the error of the SPH maximum temperature as

∆T by estimating the radiative cooling over the shock (the physi-

cal shock is non-adiabatic and so occurs on timescales many orders

of magnitude shorter than that of the cooling). Assuming the width

of the SPH shock is ∝ h, the smoothing length, the temperature

Figure 5. Temperature vs position for simulations of theM = 4.7 shock

with cooling. Red crosses are the SPH particles as for the lower panel of

figure 2. Green crosses are a 2× higher resolution run (i.e. a factor of 8
more particles). Magenta and grey crosses include the cooling switch, the

latter indicating that the cooling switch is being applied. The it solid black

line is the analytic solution. The lower resolution run with captures the tem-

perature peak to within 25%, for the higher it is around 15%. When the

simulation is close to convergence, we would expect ∆T ∝ ∆u ∝ h the

smoothing length, i.e to get within 1% of the temperature we would need

a factor of ∼ 104
more particles. In the Magenta and grey crosses we see

that disabling cooling over the particles which are shocking has allowed the

shock to reach the correct temperature, found in the analytic solution. Note

there is very little scatter as to where the cooling limit is being applied, de-

spite the function being applied on a per-particle basis. As the SPH particles

reach the shocked temperature the cooling is re-enabled and the gas slows

and cools on to the cold and dense region on the right.

difference will be given, to 1st order, by

kB∆T ∝ h
v0

· mpu̇(Ts)|Λ (15)

∆T
T0

∝ h
∆xΛ

(16)

where we have assumed that all the mechanical energy has been

converted in to thermal energy and that Ts � T0. For larger

smoothing lengths we expect the temperature difference to become

sub-linear in the smoothing length, since the cooling is weaker at

lower temperatures (assuming we are on the left hand side of the

cooling ‘spike’).

If we apply this argument to Figure 5 we see that increasing

the number of particles by a factor of ∼ 8 (i.e. reducing h by a

factor of 2) reduces the temperature difference by a factor of∼ 1.5,

suggesting that we are not quite in the linear regime. To reach a

temperature within 1% of the analytic temperature would seem to

require increasing the particle count by a factor of ∼ 104
.

Such a resolution seems an unrealistic target with current com-

puter technology, so we seek an alternative solution involving a

switch to prevent cooling during the shock process. Such a switch

is further discussed in section 5

3 A RESOLUTION CRITERIA FOR SPH SHOCKS

Having established the difficulty of modelling certain shock prob-

lems in SPH we now wish to obtain a metric against which we can
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Figure 1. Plots demonstrating the entropy cores formed in idealised head on mergers of equal mass (1015M!) clusters in the FLASH

and GADGET-2 simulations. The left hand panel shows the entropy distribution as a function of radius, where the data points are the
median entropy value in radial bins and the error bars correspond to the 25th and 75th percentiles. The dashed black line represents
the initial powerlaw configuration. The blue squares and blue triangles represent the default (105 gas particles) and high resolution (106

gas particles) GADGET-2 runs. The cyan squares, green squares, red squares, and magenta squares represent FLASH AMR runs with 5,
6 (default), 7, and 8 levels of refinement, respectively, which correspond to peak grid cell sizes of ≈ 78, 39, 19.5, and 9.8 kpc (note that
r200 ≈ 2062 kpc, initially). The green triangles represent a FLASH run with a uniform grid size of ≈ 39 kpc. The right hand panel presents
the results in a slightly different way: it shows the cumulative entropy distribution [ K(< Mgas) ] as a function gas mass (Mgas), where
the results have been normalised to the default GADGET-2 run (dashed black line) — see text. The solid blue curve represents the high
resolution GADGET-2 run, whereas the solid cyan, green, red, and magenta curves represent the FLASH AMR runs with 5, 6, 7, and 8
levels of refinement. The dotted green curve represents the uniform FLASH run. Here we see that the default GADGET-2 and FLASH

runs are effectively converged.

AMR simulations had systematically higher entropy core
amplitudes than their SPH counterparts. Since this effect
was observed in cosmological simulations, it was generally
believed that the discrepancy may have been about through
insufficient resolution in the mesh codes at high redshift.
This would result in under-resolved small scale structure
formation in the early universe. Our first aim is therefore
to determine whether the effect is indeed due to resolution
limitations or if it is due to a more fundamental difference
between the two types codes. We test this using identical
idealised binary mergers of spherically-symmetric clusters
in GADGET-2 and FLASH where we can straightforwardly
vary the adopted numerical resolution.

3.1 A Significant Discrepancy

As a starting point, we investigate the generation of en-
tropy cores in head on mergers between two identical
1015Msun clusters, each colliding with an initial speed of
0.5Vcirc(r200) = 722 km/s (i.e., the initial relative velocity is
Vcirc(r200), which is typical of merging systems in cosmolog-
ical simulations; see McCarthy et al. 2007). The system is
initialised such that the two clusters are just barely touching
(i.e., their centres are separated by 2r200). The simulations
are run for a duration of 10 Gyr, by the end of which the

merged system has relaxed and there is very little entropy
generation ongoing.

Our idealised test confirms the results of non-radiative
cosmological simulations — that there is a distinct difference
in the amplitude of the entropy cores in the AMR and SPH
simulations. An immediate question is whether this is the
result of the different effective resolutions of the codes. Res-
olution tests can be seen in the left hand panel of Figure 1,
where we plot the resulting radial entropy distributions. To
make a direct comparison with the cosmological results of
VKB05 (see their Fig. 5), we normalise the entropy by (ini-

tial) “virial” entropy (with K200 ∝ M2/3
200 ) and the radius by

the initial virial radius, r200.

The plot clearly shows that the simulations converge on
two distinctly different solutions within the inner ten percent
of r200, whereas the entropy at large radii shows relatively
good agreement between the two codes. The simulations per-
formed for the resolution test span an increase of almost an
order of magnitude in FLASH and an order of magnitude
in Gadget. FLASH achieves good convergence after reaching
an effective resolution of 5123 cells (peak spatial resolution
of ≈ 39 kpc), which is why this run was selected to be the
‘default’ FLASH run. Although with increased resolution the
GADGET-2 simulations show a minor increase in the entropy
within 10% of r200, it is only of order ∼ 5%. We have also
tried a FLASH run with a uniform (as opposed to adaptive)

c© 2008 RAS, MNRAS 000, 1–13
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Figure 10. The enrichment sampling problem. A: A star particle enriches its neighbouring gas particles (red). B: The energy released by massive stars within

the star particle drives its neighbours away. Because metals are stuck to particle the local metallicity in the shell fluctuates. C: Using kinetic feedback the

problem is worse because only a small fraction of the neighbours are kicked.

j. However, this is computationally more expensive and would in
any case only conserve metal mass if the time steps of all particles

were synchronized, which is not the case for GADGET. At the end

of the L025N512 (L100N512) runs the total smoothed metal mass

is 0.14% lower (3.7% higher) than the total particle metal mass. For

the lower resolution L025N128 (L100N128) run the total smoothed

metal mass is 3.6% higher (18% higher) than the total particle metal

mass. The use of smoothed abundances in simulations that include

star formation therefore results in a slight overestimate of the metal

mass, but the difference decreases rapidly with increasing resolu-

tion and is negligible at the resolution of our L025N512 simulation

(for which the total smoothed metal mass is actually smaller than

the total particle metal mass). However, note that we compared total

smoothed and particle metal masses in simulations that always used

smoothed abundances to compute the cooling rates, stellar lifetimes

and yields.

Because increased metal abundances will result in increased

cooling and thus increased star formation and increased metal pro-

duction, we expect the difference to increase if we compare the

total smoothed metal mass predicted by a simulation employing

smoothed abundances with the total particle metal mass predicted

by a simulation employing particle abundances. We have tested this

by comparing two L100N128 simulations. Indeed, we found that

at z = 0 the total smoothed metal mass in the simulation using
smoothed abundances was about 47% greater than the total particle

metal mass in the simulation using particle abundances.

As can be seen from Figure 11, the simulation that uses

smoothed abundances (red curve) produces about twice as many

stars as the simulation that used particle abundances (black curve).

We performed a further test to determine if the increase in the stel-

lar mass resulting from our use of smoothed abundances is due to

the non-conservation of metal mass or to the increased metal mix-

ing (i.e., metal cooling affects more particles). To this end we ran

another version of the L100N128 simulation that used smoothed

abundances but in which the smoothed abundances were multi-

plied by a factor 1/1.47 before passing them to the cooling rou-

tine. As can be seen from Figure 11 (blue curve), the result is much

closer to the simulation using smoothed abundances (but without

the reduction factor) than to the simulation using particle abun-

dances. Hence, the increase in the total stellar mass is mostly due

to the increase in the metal mixing. The fact that non-conservation

of metal mass is much less important than metal mixing and that

the mismatch between the total metal masses becomes very small

for our highest resolution simulations, support our decision to use

smoothed abundances during the simulations.

This example demonstrates that the poor performance of SPH

Figure 11. Stellar mass density as a function of redshift for 1283 ,

100 h−1 Mpc runs. The red curve shows the total stellar mass density
in L100N128 which employs smoothed abundances in the calculation of

the cooling rates. The black curve indicates the total particle metal mass

in a simulation that computed the cooling rates using particle abundances.

The use of smoothed abundances roughly doubles the stellar mass produced

by z = 0. The blue curve used smoothed abundances for the cooling after
multiplying them by a factor 0.68 to account for the difference in total metal

mass between the previous two runs. The fact that the blue curve is close

to the red one indicates that the increase in the stellar mass when using

smoothed abundances is mostly due to the increased metal mixing rather

than the small increase in the total metal mass.

with regards to metal sampling and mixing is an important problem

that can have a very large effect on the predicted star formation

history. On the other hand, we expect the differences to be smaller

for our higher resolution simulations.

In figure 12 we directly compare the z = 0 smoothed and par-
ticle metallicities in the L100N512 simulation. The contours show

the logarithm of the particle number density in the Zsm − Zpart

plane. The dashed line indicates 1-1 correspondence. The two

metallicities are strongly correlated for high metallicities. This is

expected, because high-metallicity gas will have been enriched by

many star particles during many time steps and we therefore ex-

pect the metals to be well mixed. For low particle metallicities,

however, the two metallicity definitions become essentially uncor-

related and the smoothed metallicities are typically higher than the

particle metallicities. This is because a single enriched particle can

give its neighbours a range of smoothed abundances depending on

their distances.
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•What do we want?
•What can we do?
•Does it work?
•What did we learn?
•Where do we go from here?

66



Tom Theuns67

Global structure and kinematics of stellar haloes, McCarthy +

Milky Ways et al

Mismatch and Misalignment: Dark haloes and Satellites of 
Disc Galaxies, Deason +

Cosmological simulations of the formation of stellar 
haloes around disc galaxies, Font +

X-ray coronae in simulations of disc galaxy formation, Crain+

Tulluy-Fisher and M*/M200 relations: McCarthy+

67



Tom Theuns68

1406 R. A. Crain et al.

halo virial radius (Frenk et al. 1999; Kravtsov, Nagai & Vikhlinin
2005; Voit, Kay & Bryan 2005). This agreement in the limit of
non-radiative physics therefore suggests that, in spite of its inabil-
ity to resolve shocks well, SPH schemes model gravitational shock
heating adequately.

2.2 Halo and galaxy identification

As described in C09, we identify bound haloes using the SUBFIND al-
gorithm presented by Dolag et al. (2009), which extends the standard
implementation (Springel et al. 2001) by also considering baryonic
particles when identifying self-bound substructures. This procedure
first finds dark matter haloes using a friends-of-friends (FoF) algo-
rithm, with the standard linking length in units of the interparticle
separation (b = 0.2; Davis et al. 1985). It also associates all bary-
onic particles with their nearest neighbour dark matter particle. The
aggregated properties of baryonic particles associated with grouped
dark matter particles define the baryonic properties of each FoF
group. Halo substructures are then identified using a topological
unbinding algorithm. This provides an unambiguous definition of a
galaxy within the simulations, namely the set of star particles bound
to individual subhaloes. The gas bound to each subhalo then forms
the interstellar medium (ISM) and the hot corona. Since individual
haloes may have more than one ‘subhalo’, they may host more than
one galaxy. In analogy to semi-analytic models, the stars associated
with the most massive subhalo of an FoF group are hence defined
as central galaxies, whilst stars associated with substructures are
satellites.

2.3 Morphological classification

The resolution of our simulations is sufficient to allow a morpholog-
ical classification of the galaxies into disc- and spheroid-dominated
types, based on their dynamics. We assume a simple two-component
model: (i) a dispersion-supported spheroid, and (ii) a rotationally
supported disc. The centre of (baryonic + dark) mass of the main
subhalo of each FoF group is used as the starting point for an itera-
tive procedure that computes the centre of mass of all star particles
within a sphere that, at each iteration, is decreased in radius by
2 per cent and re-centred on the new centre of stellar mass. The
procedure concludes when the sphere encloses fewer than 32 star
particles; we have checked that this scheme yields robust galactic
centres. The smaller of three times the stellar half mass radius, r1/2,
or the distance to the furthest bound star particle is then used as a
‘boundary’ for the galaxy, rgal. This is to exclude the contribution of
the diffuse ‘intrahalo stars’ that SUBFIND associates with the potential
of the most massive halo substructure. This is an important practice,
since our sample includes a number of massive galaxies for which
up to 30 per cent of the bound stellar mass is (by this definition) in
the form of intrahalo stars.

To decompose the stellar mass of galaxies into spheroid and disc
components, we use a procedure based on the method introduced
by Abadi et al. (2003). We compute the angular momentum, L, of
the N! star particles within rgal:

L =
N!∑

i=1

r i × pi , (1)

where r is the radial vector with respect to the centre of the system
and p is the linear momentum vector corrected for the bulk peculiar
velocity of the system. The assumption that the spheroid is fully
dispersion supported requires that it should have no net angular

Figure 1. Histogram of D/T for the five GIMIC regions. Results from the
high-resolution −2σ region are also shown to illustrate the sensitivity of
morphology to resolution. Approximately, half of all galaxies in the simu-
lations are disc-dominated (i.e. D/T > 0.5) at z = 0. To create a sample that
mimics ‘late-type’ galaxies we adopt a criterion of D/T > 0.3 for inclusion
in our sample.

momentum, and so the spheroid mass can be reasonably approx-
imated as twice the summed mass of particles that counter-rotate
with respect to L. The remaining stellar mass of the galaxy then
comprises the disc.

The distribution of disc-to-total stellar mass ratios (D/T) for all
galaxies with M! > 1010 M# is shown, for the five GIMIC regions,
in Fig. 1. The total number of galaxies included from the five
intermediate-resolution regions is 1267, whilst 111 galaxies are
included from the high-resolution −2σ region. In each region, ap-
proximately half of all galaxies are disc-dominated (D/T > 0.5);
this result is consistent with the morphological analyses of the Mil-
lennium Galaxy Catalogue by Driver et al. (2006) and of the Sloan
Digital Sky Survey (SDSS) catalogue by Benson et al. (2007). Since
we wish to create a sample that excludes only obviously ‘ellipti-
cal’ galaxies, we adopt a slightly lower threshold and define ‘disc
galaxies’ as those with a disc-to-total stellar mass fraction >0.3.
The precise choice of this fraction is unimportant for the purposes
of this study; we have checked that our results are not affected by
adopting a value of 0.2 or 0.5 instead.

The high proportion of disc-dominated galaxies is a noteworthy
success of our simulations. It is a well-known problem of hydro-
dynamical simulations of this type that excessive cooling in small
haloes, allied to angular momentum transport during mergers, re-
sults in discs with much lower angular momentum than observed
for real galaxies (Weil, Eke & Efstathiou 1998). Recently, high-
resolution simulations of individual objects have demonstrated the
importance of feedback in mitigating this problem (e.g. Okamoto
et al. 2005; Scannapieco et al. 2008), a finding supported by the
large sample of galaxies we present here. We plan to investigate
this interesting result in future work.

2.4 Computing luminosities

Optical and X-ray luminosities are computed in postprocessing.
The former are calculated individually for star particles, considering
them as simple stellar populations (SSP). The masses of individual
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halo virial radius (Frenk et al. 1999; Kravtsov, Nagai & Vikhlinin
2005; Voit, Kay & Bryan 2005). This agreement in the limit of
non-radiative physics therefore suggests that, in spite of its inabil-
ity to resolve shocks well, SPH schemes model gravitational shock
heating adequately.

2.2 Halo and galaxy identification

As described in C09, we identify bound haloes using the SUBFIND al-
gorithm presented by Dolag et al. (2009), which extends the standard
implementation (Springel et al. 2001) by also considering baryonic
particles when identifying self-bound substructures. This procedure
first finds dark matter haloes using a friends-of-friends (FoF) algo-
rithm, with the standard linking length in units of the interparticle
separation (b = 0.2; Davis et al. 1985). It also associates all bary-
onic particles with their nearest neighbour dark matter particle. The
aggregated properties of baryonic particles associated with grouped
dark matter particles define the baryonic properties of each FoF
group. Halo substructures are then identified using a topological
unbinding algorithm. This provides an unambiguous definition of a
galaxy within the simulations, namely the set of star particles bound
to individual subhaloes. The gas bound to each subhalo then forms
the interstellar medium (ISM) and the hot corona. Since individual
haloes may have more than one ‘subhalo’, they may host more than
one galaxy. In analogy to semi-analytic models, the stars associated
with the most massive subhalo of an FoF group are hence defined
as central galaxies, whilst stars associated with substructures are
satellites.

2.3 Morphological classification

The resolution of our simulations is sufficient to allow a morpholog-
ical classification of the galaxies into disc- and spheroid-dominated
types, based on their dynamics. We assume a simple two-component
model: (i) a dispersion-supported spheroid, and (ii) a rotationally
supported disc. The centre of (baryonic + dark) mass of the main
subhalo of each FoF group is used as the starting point for an itera-
tive procedure that computes the centre of mass of all star particles
within a sphere that, at each iteration, is decreased in radius by
2 per cent and re-centred on the new centre of stellar mass. The
procedure concludes when the sphere encloses fewer than 32 star
particles; we have checked that this scheme yields robust galactic
centres. The smaller of three times the stellar half mass radius, r1/2,
or the distance to the furthest bound star particle is then used as a
‘boundary’ for the galaxy, rgal. This is to exclude the contribution of
the diffuse ‘intrahalo stars’ that SUBFIND associates with the potential
of the most massive halo substructure. This is an important practice,
since our sample includes a number of massive galaxies for which
up to 30 per cent of the bound stellar mass is (by this definition) in
the form of intrahalo stars.

To decompose the stellar mass of galaxies into spheroid and disc
components, we use a procedure based on the method introduced
by Abadi et al. (2003). We compute the angular momentum, L, of
the N! star particles within rgal:

L =
N!∑

i=1

r i × pi , (1)

where r is the radial vector with respect to the centre of the system
and p is the linear momentum vector corrected for the bulk peculiar
velocity of the system. The assumption that the spheroid is fully
dispersion supported requires that it should have no net angular

Figure 1. Histogram of D/T for the five GIMIC regions. Results from the
high-resolution −2σ region are also shown to illustrate the sensitivity of
morphology to resolution. Approximately, half of all galaxies in the simu-
lations are disc-dominated (i.e. D/T > 0.5) at z = 0. To create a sample that
mimics ‘late-type’ galaxies we adopt a criterion of D/T > 0.3 for inclusion
in our sample.

momentum, and so the spheroid mass can be reasonably approx-
imated as twice the summed mass of particles that counter-rotate
with respect to L. The remaining stellar mass of the galaxy then
comprises the disc.

The distribution of disc-to-total stellar mass ratios (D/T) for all
galaxies with M! > 1010 M# is shown, for the five GIMIC regions,
in Fig. 1. The total number of galaxies included from the five
intermediate-resolution regions is 1267, whilst 111 galaxies are
included from the high-resolution −2σ region. In each region, ap-
proximately half of all galaxies are disc-dominated (D/T > 0.5);
this result is consistent with the morphological analyses of the Mil-
lennium Galaxy Catalogue by Driver et al. (2006) and of the Sloan
Digital Sky Survey (SDSS) catalogue by Benson et al. (2007). Since
we wish to create a sample that excludes only obviously ‘ellipti-
cal’ galaxies, we adopt a slightly lower threshold and define ‘disc
galaxies’ as those with a disc-to-total stellar mass fraction >0.3.
The precise choice of this fraction is unimportant for the purposes
of this study; we have checked that our results are not affected by
adopting a value of 0.2 or 0.5 instead.

The high proportion of disc-dominated galaxies is a noteworthy
success of our simulations. It is a well-known problem of hydro-
dynamical simulations of this type that excessive cooling in small
haloes, allied to angular momentum transport during mergers, re-
sults in discs with much lower angular momentum than observed
for real galaxies (Weil, Eke & Efstathiou 1998). Recently, high-
resolution simulations of individual objects have demonstrated the
importance of feedback in mitigating this problem (e.g. Okamoto
et al. 2005; Scannapieco et al. 2008), a finding supported by the
large sample of galaxies we present here. We plan to investigate
this interesting result in future work.

2.4 Computing luminosities

Optical and X-ray luminosities are computed in postprocessing.
The former are calculated individually for star particles, considering
them as simple stellar populations (SSP). The masses of individual
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Figure 5. Left panel: The shape of the satellite distribution and underlying dark matter haloes as defined by the sphericity, s = c/a. Only haloes with ten or
more satellites within r200 are considered and the shape is computed for the ten highest stellar mass satellites. The red dot indicates the median values whilst
the blue line indicates the approximate values for the Milky Way (the blue arrows denote the uncertainty in the sphericity of the dark matter halo of the Milky

Way). The points are colour coded according to the alignment between the system of satellites and the galaxy. Cyan, magenta and black points are for satellite

systems where ĉgal.ĉsat > 0.75, ĉgal.ĉsat < 0.25 and 0.25 < ĉgal.ĉsat < 0.75, respectively. The satellite galaxies generally have a more flattened spatial
distribution than the dark matter. Right panel: The axial ratios of the satellite distribution. The blue and green stars indicate the axial ratios for the classical

Milky Way satellites and the ten brightest M31 satellites (within r200).

Figure 6. The orientation of the short axes of the satellite distribution relative to the short axes of the parent galaxy and dark matter halo (defined within r200).
The black lines are for all systems of satellites with ten or more satellites within r200. The red dashed lines give the distributions when only the ten brightest
satellites within r200 are used to compute the shapes of the satellite distribution. Downward pointing arrows denote the median of the distributions and the
dotted lines indicate a uniform distribution. The error bars denote Poisson uncertainties. Whilst there is strong alignment between the spatial distribution of

the satellite galaxies and the dark matter halo, the distribution with respect to the galaxy is consistent with isotropy.

galaxy. There are a significant number of systems where the satel-

lite distribution is aligned in a plane perpendicular to the disc (20%
of the systems have cos θ < 0.2 or θ > 80◦). Thus the alignment
of the Milky Way satellites perpendicular to the disc plane is not

inconsistent with the results we present here. The red dashed lines

give the distributions when only the ten brightest satellites within

r200 are used to compute the shapes of the satellite distribution.
Although there is substantial uncertainty caused by small number

statistics, we can see that by restricting ourselves to the same num-

ber of satellites as the observational sample (and naively ignoring

selection biases), the apparent distribution of Milky Way satellites

is consistent with the simulations.

In Table 2, we give the number of satellite systems which have

similar (perpendicular) orientations as the Milky Way Galaxy. Our

results are robust to more restrictive D/T cuts. In fact, the frac-

tion of systems with almost perpendicular satellite alignments is

slightly higher for parent galaxies withD/T > 0.7. Our total mass
range (5 × 1011 < M200/M" < 5 × 1012) is broadly coincident
with the masses of the Milky Way and M31. We can further refine

our sample selection by using haloes with stellar masses similar

to these local galaxies. In the bottom row of Table 2, we give the

number of satellite systems with polar alignments which also have

parent stellar masses within a factor of 2 of the observed estimates

for the Milky Way and M31 (2.5× 1010 < M∗/M" < 2× 1011;
e.g. Widrow et al. 2003; Geehan et al. 2006; Hammer et al. 2007).

Independently of our D/T cut, we find that approximately 20% of

disc galaxies with similar masses as the Milky Way and M31 have

satellite systems with polar alignments relative to the galaxy.

In Fig. 7 we show the probability distribution of the orienta-

tion of the satellite galaxies relative to their host. This differs from

c© 2010 RAS, MNRAS 000, 1–19
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stellar particles produced in our simulations (∼106–107 M") are
comparable to, or greater than, the typical mass of star clusters, so
it is reasonable to assume that they can be described as an SSP. We
assume a universal initial mass function (IMF; Chabrier 2003) and
store the age and metallicity of star particles. Thus a spectral energy
distribution (SED) for each particle can be derived by interpolation
over the GALAXEV models of Bruzual & Charlot (2003). The optical
luminosity of each star particle is obtained by integrating the product
of its SED with the appropriate filter transmission function; the
overall broad-band luminosity of a galaxy is then defined as the
sum of the luminosities of all star particles within rgal. Since we
are primarily concerned here with K-band luminosities, we do not
expect dust extinction to be important.

Gas phase X-ray luminosities are also computed on a per-particle
basis. We arrive at the overall X-ray luminosity of a galaxy by
summing the luminosities of all gas particles bound to its subhalo.
The X-ray luminosity of the jth gas particle is computed as

LX,j = ne,j nH,j!jVj

= Xe(Zj )
[Xe(Zj ) + Xi(Zj )]2

(
ρj

µ(Zj )mH

)2

!jVj

= Xe(Zj )
[Xe(Zj ) + Xi(Zj )]2

ρj

µ(Zj )mH

mgas,j

µ(Zj )mH
!j , (2)

where ρ is the particle gas density, mgas is the particle mass, the
volume is V = mgas/ρ, ne, nH and ni are the number densities of elec-
trons, hydrogen and ions, respectively, Xe ≡ ne/nH, Xi ≡ ni/nH, Z is
the metallicity, µ is the mean molecular weight, mH is the mass of a
hydrogen atom and ! is the cooling function in units of erg cm3 s−1

(integrated over some appropriate passband, such as 0.5–2.0 keV).
We compute ! by interpolating a pre-computed table generated
using the Astrophysical Plasma Emission Code1 (APEC, v1.3.1, see
Smith et al. 2001) under the assumption that the gas is an optically
thin plasma in collisional ionization equilibrium. APEC cooling rates
are computed on an element-by-element basis and summed to yield
the total cooling rate of each particle, i.e.

!j (Tj ) =
N∑

k=1

λj,k(Tj ), (3)

where T is the gas temperature and λj,k(Tj) is the cooling function
for element species k for the jth particle. The summation is per-
formed over the 11 most important elements for cooling (H, He,
C, Ca, N, O, Ne, Mg, S, Si, Fe), which are individually and self-
consistently tracked during the simulation. APEC assumes the solar
abundance ratios of Anders & Grevesse (1989), but it is straight-
forward to modify the spectra for arbitrary abundances, which we
have done. Note that our scheme automatically excludes gas within
the cool disc of the ISM (i.e. those for which nH > 0.1 cm−3) since
we assign these particles a temperature of T = 104 K, which is be-
low the minimum temperature for which APEC returns a non-zero
X-ray luminosity. Therefore we consider, by construction, only
extra-planar emission.

It should be noted that the APEC cooling tables assume pure col-
lisional ionization equilibrium and hence neglect the extragalactic

1 To maintain strict consistency with the implementation of radiative cooling
in the simulations, it would be more appropriate to use cooling rates predicted
by the CLOUDY software package (Ferland et al. 1998). The APEC, however,
is more widely used in the analysis of X-ray data, which is why we have
adopted it here. We verified that using CLOUDY instead gives nearly identical
results.

UV/X-ray background. However, the effect of photoheating on the
derived X-ray properties is small in the regime we explore here.
Wiersma et al. (2009a) show that the difference in cooling time for
hot (T > 2 × 105 K) plasmas under collisional and photoionizational
equilibrium, with and without photoheating, is essentially negligi-
ble at all densities in the absence of metals, but for low-density
plasmas (nH ! 10−4 cm−3) enriched to solar abundance, the cooling
time can be a factor of "2 greater in the presence of a metagalactic
photoionizing UV/X-ray flux. However, we find that only a small
fraction of the total X-ray luminosity of L$ haloes comes from gas
at such low densities. It is important to note though that this does
not imply that photoheating is unimportant in the formation and
evolution of disc galaxies. Indeed, it is possible that the progeni-
tors of these systems could have been substantially affected by the
UV/X-ray background.

2.5 The sample of simulated galaxies

In the following section, we compare the results of the GIMIC sim-
ulations with observational measurements. The galaxies are drawn
from all five intermediate-resolution GIMIC regions, and we impose
a number of selection criteria in order to construct a sample similar
to observational samples. We select central (i.e. the most massive
galaxy within an FoF halo), disc galaxies (D/T > 0.3) whose stellar
mass lies in the range 1010 < M$ < 1011.7 M", roughly correspond-
ing to L$ at z = 0. Additionally, we require that the subhalo with
which each galaxy is associated should account for at least 90 per
cent of the mass of the parent FoF group, i.e. Msub > 0.9MFoF. This
criterion is intended to select only isolated systems by excluding
galaxies that are interacting or are members of galaxy groups and
clusters. The five regions yield a sample of 458 galaxies fulfilling
these criteria.

To illustrate the correspondence of our methods with observa-
tional techniques, we show in Fig. 2 a synthetic surface bright-
ness map of the diffuse soft X-ray and K-band optical emission,

Figure 2. Synthetic surface brightness map at z = 0 of a galaxy drawn
from our sample of GIMIC galaxies. The map is 175 kpc in each dimension,
projected over the same depth. The galaxy is edge-on to the projection axis.
The colour mapping shows the surface brightness of soft X-ray emission,
whilst the blue contours trace the underlying K-band surface brightness of
the galaxy.
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Figure 3. The present-day 0.5–2.0 keV X-ray luminosity as a function of
K-band luminosity. Simulated galaxies are represented by black dots. For the
observational data, extra-planar point source-corrected X-ray luminosities
have been extracted from a number of recent studies (see legend and text).
The corresponding K-band luminosities of these galaxies were extracted
from the online 2MASS data base at IPAC. The simulations reproduce both
the scaling and the scatter of the observations.

computed for a galaxy drawn from our sample. The galaxy has the
following properties: M200 = 1012.0 M!, M! = 1010.6 M!, LK =
1010.8 LK,!, LX,0.5−2.0 keV = 1039.1 erg s −1. In general, the surface
brightness increases towards the galactic centre, in keeping with
the WF91 picture, but close to the galaxy disc the X-ray emis-
sion structure becomes more complex, highlighting the necessity
of employing hydrodynamical simulations to calculate the detailed
evolution of the gas. Extra-planar emission is clearly visible, with
the contours tracing the dense disc of the ISM at small radii and
becoming more circular (in projection) at larger radii, except where
their morphology is disturbed by accreting substructure.

3 X -RAY CO RO NA E O F D I S C G AL AX IE S:
COMPARISON W IT H O B SE RVAT IO NS

In this section, we examine the X-ray scaling relations found in
our hydrodynamic simulations. In Fig. 3 we plot the soft (0.5–
2.0 keV) X-ray luminosity of the simulated galaxies (black dots), as
a function of their K-band luminosity. The colour symbols are mea-
surements for real disc galaxies collated from the literature (B00;
Strickland et al. 2004; Wang 2005; Tüllmann et al. 2006; Li et al.
2007; Owen & Warwick 2009; Rasmussen et al. 2009; Sun et al.
2009). Systems for which X-ray detections were made are denoted
by solid symbols, whilst those with only upper limits are denoted
by open symbols with down arrows. In the case of X-ray detections,
we use only the reported extra-planar X-ray luminosity, which has
been corrected for point source contamination (by spatial filtering of
bright sources and the inclusion of a power-law component in the
spectral fitting for faint sources). Where X-ray luminosities have
been quoted in other passbands, we correct into the 0.5–2.0 keV
band using the PIMMS software2 (Mukai 1993). K-band luminosities

2 http://heasarc.nasa.gov/docs/software/tools/pimms.html

have been extracted from IPAC’s online data base for the Two Micron
All-Sky Survey (2MASS; Skrutskie et al. 2006).

The K-band luminosity is a good tracer of stellar mass, which
itself is expected to correlate with halo mass. The simulations yield
an X-ray versus K-band luminosity relation that is in very good
agreement with the observed detections, and is consistent with the
upper limits for non-detections. It is interesting that the simulations
also reproduce the large scatter in the observations; we discuss the
origin of this scatter in Section 3.1. It should be noted that we
have not tuned any element of the simulation subgrid physics, for
example, the supernovae wind velocity or mass-loading, in order
to reproduce the observed relation. As discussed in C09 (see also
Schaye et al. 2010), the adopted feedback parameters were chosen
only so as to produce a reasonable match to the peak of the overall
star formation history of the Universe at z ≈ 2–3.

The canonical picture posits that the soft X-ray luminosity of hot
coronae increases steeply with the overall mass of the system (i.e.
the galaxy and its host dark matter halo). It should therefore be eas-
iest to detect soft X-ray emission from the most massive systems.
The virial mass of a halo is commonly approximated by the mass,
M200, of the sphere of radius r200 about the centre of the poten-
tial that encloses a mean density of 200 times the critical density
for closure. In practice, estimating the total mass is difficult and
requires recourse to observational proxies. For disc galaxies, the
rotation speed, vrot, is often used since, under the assumption that
the halo has an isothermal density profile, ρ ∝ r−2, the circular
velocity profile, vc(r) = [GM(<r)/r]1/2, is simply a constant at all
radii. This enables the rotation speed of a centrifugally supported
disc to be equated to the virial circular velocity of the halo, v200 ≡
vc(r200). However, if the structure of the galaxy-halo system devi-
ates from the isothermal profile, the circular velocity profile is not
constant, and the relationship between the rotation velocity of a
galaxy and the virial mass of the galaxy’s host halo becomes more
complicated.

The Navarro–Frenk–White (NFW; Navarro, Frenk & White
1995, 1996, 1997) profile, shown to be a near universal density
law for dark matter haloes, deviates from the isothermal form at
both small and large radii (where asymptotically ρ ∝ r−1 and
ρ ∝ r−3, respectively). Thus, the circular velocity curve vc(r) of
the NFW profile varies with radius. For example, an NFW halo
with concentration c = 10 exhibits a peak circular velocity, vmax =
max [vc(r)] = 1.2v200 at r ∼ 0.2r200. The density profile of galaxy
haloes will be modified by the baryons cooling in the halo (e.g.
Blumenthal et al. 1986; Jesseit, Naab & Burkert 2002; Gnedin
et al. 2004; Abadi et al. 2009; Duffy et al. 2010). In general, cold
baryons will be preferentially deposited at the halo centre leading to
a steepening of the central gravitational potential (because of both
the presence of the baryons and the adiabatic contraction of the
dark matter halo), raising the peak of the circular velocity curve to
vmax/v200 ∼ (1.5–2.0). These simple theoretical arguments indicate
that the halo mass cannot be accurately estimated by equating the
rotation speed of galaxy discs with v200. Both modelling improve-
ments – switching from isothermal to NFW profiles, and accounting
for the effects of baryons – are important, with the latter perhaps
being somewhat more so.

In Fig. 4, we plot the relationship between the soft X-ray lumi-
nosity and two different ‘measures’ of the disc rotation speed for
the simulated galaxies. In the left-hand panel, we identify vrot with
the circular velocity at the virial radius (as in the isothermal pro-
file); in the right-hand panel we use instead vmax computed from
all mass components, i.e. gas, stars and dark matter. The obser-
vational data are the same in both panels; rotation velocities are
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Gas in haloes of spirals has a reasonable X-ray 
luminosity (long a stumbling block in semi-analytical models)

X-ray haloes of MW-like galaxies
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The Ugly: stellar mass function
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The good (again): HI in absorption
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The good (again): HI in absorption
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Figure 3. The present-day 0.5-2.0 keV X-ray luminosity as a function of K-
band luminosity. Simulated galaxies are represented by black dots. For the
observational data, extra-planar point source-corrected X-ray luminosities
have been extracted from a number of recent studies (see legend and text).
The corresponding K-band luminosities of these galaxies were extracted
from the online 2MASS database at IPAC. The simulations reproduce both
the scaling and the scatter of the observations.

the following properties: M200 = 1012.0 M⊙, M� = 1010.6 M⊙,
LK = 1010.8LK,⊙, LX,0.5−2.0keV = 1039.1erg s−1. In general the
surface brightness increases towards the galactic centre, in keeping
with the WF91 picture, but close to the galaxy disc the X-ray emis-
sion structure becomes more complex, highlighting the necessity
of employing hydrodynamical simulations to calculate the detailed
evolution of the gas. Extra-planar emission is clearly visible, with
the contours tracing the dense disc of the ISM at small radii and be-
coming more circular (in projection) at larger radii, except where
their morphology is disturbed by accreting substructure.

3 X-RAY CORONAE OF DISC GALAXIES:
COMPARISON WITH OBSERVATIONS

In this section we examine the X-ray scaling relations found in our
hydrodynamic simulations. In Fig. 3 we plot the soft (0.5-2.0 keV)
X-ray luminosity of the simulated galaxies (black dots), as a func-
tion of their K-band luminosity. The colour symbols are measure-
ments for real disc galaxies collated from the literature (Benson
et al. 2000; Strickland et al. 2004; Wang 2005; Tüllmann et al.
2006; Li et al. 2007; Owen & Warwick 2009; Rasmussen et al.
2009; Sun et al. 2009). Systems for which X-ray detections were
made are denoted by solid symbols, whilst those with only upper
limits are denoted by open symbols with down arrows. In the case
of X-ray detections, we use only the reported extra-planar X-ray lu-
minosity, which has been corrected for point source contamination
(by spatial filtering of bright sources and the inclusion of a power-
law component in the spectral fitting for faint sources). Where X-
ray luminosities have been quoted in other passbands, we correct
into the 0.5 − 2.0 keV band using the PIMMS software2 (Mukai

2 http://heasarc.nasa.gov/docs/software/tools/pimms.html

1993). K-band luminosities have been extracted from IPAC’s on-
line database for the Two Micron All-Sky Survey (2MASS, Skrut-
skie et al. 2006).

The K-band luminosity is a good tracer of stellar mass, which
itself is expected to correlate with halo mass. The simulations yield
an X-ray vs. K-band luminosity relation that is in very good agree-
ment with the observed detections, and is consistent with the upper
limits for non-detections. It is interesting that the simulations also
reproduce the large scatter in the observations; we discuss the ori-
gin of this scatter in § 3.1. It should be noted that we have not tuned
any element of the simulation subgrid physics, for example, the
supernovae wind velocity or mass-loading, in order to reproduce
the observed relation. As discussed in C09 (see also Schaye et al.
2010), the adopted feedback parameters were chosen only so as to
produce a reasonable match to the peak of the overall star formation
history of the Universe at z ≈ 2− 3.

The canonical picture posits that the soft X-ray luminosity of
hot coronae increases steeply with the overall mass of the system
(i.e. the galaxy and its host dark matter halo). It should therefore
be easiest to detect soft X-ray emission from the most massive sys-
tems. The virial mass of a halo is commonly approximated by the
mass, M200, of the sphere of radius r200 about the centre of the
potential that encloses a mean density of 200 times the critical den-
sity for closure. In practice, estimating the total mass is difficult
and requires recourse to observational proxies. For disc galaxies,
the rotation speed, vrot, is often used since, under the assumption
that the halo has an isothermal density profile, ρ ∝ r−2, the cir-
cular velocity profile, vc(r) = [GM(< r)/r]1/2, is simply a con-
stant at all radii. This enables the rotation speed of a centrifugally
supported disc to be equated to the virial circular velocity of the
halo, v200 ≡ vc(r200). However, if the structure of the galaxy-halo
system deviates from the isothermal profile, the circular velocity
profile is not constant, and the relationship between the rotation
velocity of a galaxy and the virial mass of the galaxy’s host halo
becomes more complicated.

The Navarro-Frenk-White (hereafter NFW, Navarro et al.
1995, 1996, 1997) profile, shown to be a near universal density
law for dark matter haloes, deviates from the isothermal form at
both small and large radii (where asymptotically ρ ∝ r−1 and
ρ ∝ r−3 respectively). Thus, the circular velocity curve vc(r)
of the NFW profile varies with radius. For example, an NFW
halo with concentration c = 10 exhibits a peak circular velocity,
vmax = max[vc(r)] = 1.2v200 at r ∼ 0.2r200. The density pro-
file of galaxy haloes will be modified by the baryons cooling in
the halo (e.g. Blumenthal et al. 1986; Jesseit et al. 2002; Gnedin
et al. 2004; Abadi et al. 2009; Duffy et al. 2010). In general, cold
baryons will be preferentially deposited at the halo centre leading
to a steepening of the central gravitational potential (both because
of the presence of the baryons and the adiabatic contraction of the
dark matter halo), raising the peak of the circular velocity curve to
vmax/v200 ∼ (1.5 − 2.0). These simple theoretical arguments in-
dicate that the halo mass cannot be accurately estimated by equat-
ing the rotation speed of galaxy discs with v200. Both modelling
improvements - switching from isothermal to NFW profiles, and
accounting for the effects of baryons - are important, with the latter
perhaps being somewhat more so.

In Fig. 4 we plot the relationship between the soft X-ray lumi-
nosity and two different ‘measures’ of the disc rotation speed for
the simulated galaxies. In the left-hand panel, we identify vrot with
the circular velocity at the virial radius (as in the isothermal pro-
file); in the right-hand panel we use instead vmax computed from
all mass components, i.e. gas, stars and dark matter. The obser-
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Figure 1. Left: Median spherically-averaged mass density profiles. The solid red curve is the median stellar mass density profile for
all stars, whereas the solid black curve is the median stellar mass density profile for just the spheroidal (bulge+halo) component. The
finely hatched region encloses the 14th and 86th percentiles of the stellar bulge+halo mass density profile, while the sparsely hatched
region encloses the 5th and 95th percentiles, respectively. The dashed green curve represents a power-law profile with ρ∗ ∼ r−3.5 with
a normalization chosen to match the median stellar halo mass density profile at large radii. The dot-dashed blue curve represents the
median dark matter mass density profile, while the dot-dashed cyan curve represents a Navarro, Frenk & White (1996) mass density
profile with M200 = 1.3 × 1012M#, which corresponds to the median halo mass of our sample of simulated galaxies. Right: Median
projected azimuthally-averaged surface brightness in the V -band. The solid red curve is the median surface brightness profile for all
stars, whereas the solid black curve is the median profile for the bulge+halo. The finely (respectively sparsely) hatched region encloses
the 14th and 86th (respectively 5th and 95th) percentiles of the bulge+halo surface brightness profile. The dashed green curve represents
a power-law profile (functional form given in the legend) with a normalisation chosen to match the median surface brightness profile at
large radii (r > 30 kpc).

a power-law fit of slope of −3.5, which is virtually identi-
cal to what we obtain from our cosmological gas-dynamical
simulations. In the inner regions, Bullock & Johnston (2005)
find their profiles become increasingly flat, so that the log-
arithmic slope approachs −1 within r ∼ 10 kpc (although
some of this flatting may be introduced by the assumption
of a fixed potential halo; cosmological simulations that in-
clude a live halo, e.g. Diemand et al. (2005), find that the
slope in the inner region is steeper than −1). By contrast,
our spheroid component shows no evidence of flattening at
small radii. We argue that this is because of the inclusion of
in situ star formation in our simulations, which is absent in
the dark matter only simulations. Also, previous simulations
have not been able to reach an agreement on whether the the
ρ∗ (ΣV ) profiles show a clear break or a monotonic change
in slope. Accretion-based Bullock & Johnston (2005) sug-
gest effectively a double power law to fit the entire halo (see
also Diemand et al. (2005)), although a monotonic change
in slope is favoured by Abadi et al. (2006). However, there
seems to be a consensus that the 20 − 30 kpc scale is a
meaningful scale between the inner and outer regions of the
halo.

M31 allows the best comparison with our simulations,
because its relative close location and external view al-
lows observations of low surface brightness levels ∼ 30 mag
arcsec−2 and hence tracing the radial profiles up to very

large distances (because of the steep decline in ΣV , the stel-
lar halos soon become very faint beyond 20 − 30 kpc). The
inner (r < 20 kpc) region of M31 is well fit by a de Vau-
couleur profile, while at large distances the density profile
is consistent with power-law [ρ ∼ r−3.3 (Irwin et al. 2005);
ρ∗ ∼ r−3 (Ibata et al. 2007)]. Surface brightness drops off as
∝ r−2.5 at large radii (Guhathakurta et al. 2005; Irwin et al.
2005; Ibata et al. 2007; Gilbert et al. 2010). Similarly, the
surface brightness profile at large distances in the M31 halo
are in the range of ΣV ∼ r−2.3 (Guhathakurta et al. 2005;
Irwin et al. 2005), ΣV ∼ r−1.91 (Ibata et al. 2007). The me-
dian ΣV profile for our simulated galaxies are in very good
agreement with the M31 data, all the way from the inner
region out to the large radii.

Observations of external galaxies are generally more dif-
ficult. Currently, only a few stellar halos of nearby galaxies
have been detected, and only down to levels of ∼ 28−29 mag
arcsec−2 (de Jong et al. 2007), corresponding to the inner
regions. Better results can be obtained by averaging many
such faint halos (this has also the advantage of providing a
statistical result). By stacking more than 1000 stellar haloes
of spiral galaxies observed in the Sloan Digital Sky Survey,
Zibetti et al. (2004) have found that, out to about 25 kpc,
the average density profile can be fitted with a power-law
ρ ∼ r−3.

The mass density profiles we obtain are also similar to
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Figure 3. Shows the HI CDDF over ten orders of magnitude in column density. On the low column density end, we have supplemented
our grid calculation with Voight Profile fitting of random lines of sight through the box. This allows us to overcome the collapsing of
multiple low column density systems into a single higher column density system. One can estimate the point at which the collapsed grid
deviates from the true abundance by noting it matches the VP fit at Log NHI ≈ 16.0. One can also see the importance of shielding
above the optically thick limit. In addition, our results agree with the survey of Prochaska et al. 2010 (POW09 on plot) for Lyman Limit
Systems.
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•The basics.
•What do we want?
•What can we do?
•Does it work?
•What did we learn?
•Where do we go from here?

Good: Hubble sequence, rotation 
curves, MW-like galaxies, satellites, X-
rays, HI

Bad (or not that good): need 
more physics (AGN)

Ugly: stellar mass functions
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The future:

Feedback superhero

Te
m

pe
ra

tu
re

D
en

si
ty

1 
kp

c
200 pc Creasey+, in prep

Disc plane

Also: Cooper+, Strickland+
80



Tom Theuns

Time

factor of 43 in 
mass resolution!

note the 
pressure 
waves!

Disc plane

T r Vz p

+z

-z
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Thank you!
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