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Probability Distributions of Observables

In many-body systems we typically focus on expectation values 
in some state or density matrix, e.g.

Correspond to averages over many measurements.

Cold atoms: access to probability distributions of observables O

O|n⟩ = λn|n⟩
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eigenstates of O

P!,|Ψ⟩(m) = ∑
n

|⟨n |Ψ⟩ |2 δ(m − λn) = ⟨Ψ |δ(! − m) |Ψ⟩

Probability for measuring O in |ψ⟩ returning value m
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FIG. 6: The splitting of a Bose-Einstein condensate, as realized by a radial deformation of an initially harmonic potential into
a double well [46]. The two gases in the final picture are completely decoupled, with no more overlap between the respective
wave functions. Animations of the full dynamics are available online [33].

wherein

�1(0) = 0, �1(T ) = 1.

The control parameter � mimics the situation in exper-
iments, where the double well potential is controlled by
changing the RF field amplitude through an RF current
in a wire. For � = 0 we recover the static harmonic po-
tential, whereas � = 1 corresponds to a fully separated
double well with no wave function overlap between the
two halves of the system. Since the Rabi-frequency is
strictly positive in experiments we employ the same sat-
uration function � as in the previous example (cf. Fig. 4).

As the trapping potential is significantly changed dur-
ing the splitting the atoms are radially displaced from
their equilibrium position in the harmonic trap. Conse-
quently, strong dipole and breathing oscillations are usu-
ally observed in experiments. This poses a strong limi-
tation to the use of such systems as interferometers [56].
The minimization of such excitations is therefore one of
the main motivations for our optimization.

2. Numerical simulations: single-parameter control

We illustrate the splitting procedure for N = 2000
atoms and T = 6ms.

In a first step we again consider the case where the
Rabi-frequency is increased linearly (see Fig. 7a). This
procedure is identical to the one that is typically used in
experiments [49, 53]. At the final time t = T the infidelity
has only decreased slightly as can be seen from Fig. 7b.
Moreover, the infidelity shows the expected strong oscil-
lations for t > T . A snapshot of the density at time
t⇤ = 22.5ms is illustrated in Figs. 7c-e, revealing that
there is large discrepancy between the computed state  
and the desired state  

d

.

Next, we consider the result of the optimal control al-
gorithm. We find that, irrespective of the specific choice
of �0, the algorithm always converges to approximately
the same minimizer of the cost functional. The corre-
sponding time-evolution of the Rabi-frequency is shown
in Fig. 7f. We observe that the Rabi-frequency remains
zero for the first few milliseconds. In fact, only about
three milliseconds of the optimization time T are used
for the transformation of the external potential. This be-
havior persists even if we increase the optimization time
T , with the Rabi-frequency vanishing for an even longer
initial period of time. The precise timescale depends on
the parameters of the trap, as the optimization algorithm
tries to find a compromise between longitudinal and ra-
dial directions.

|Ψ(0)⟩initial state

In weak interaction limit measurements allow to extract

P!,|Ψ(t)⟩(m) = ⟨Ψ(t) |δ(∫
ℓ

0
dx eiϕa(x) − m) |Ψ(t)⟩

Ψ1,2(x) ∝ eiΦs(x)±iΦa(x)

Gritsev et al ’06

Kitagawa et al ’10,…

H =
2

∑
a=1

∫ dx [ 1
2m

∂xΨ†
a(x)∂xΨa(x) + gΨ†

a(x)Ψ†
a(x)Ψa(x)Ψa(x)]

Low energies:

ℋ = ∑
j=a,s

v
2π ∫ dx [K(∂xΦj(x))2 + 1

K (∂xΘj(x))2]



A. Can we find situations where probability distributions give 
insights significantly beyond expectations values/variances ?


B. Can probability distributions be calculated analytically ?

Very few other results either in, or out of, equilibrium…

Consider lattice spin models ⟹ natural observables are 
operators O	 (quantized eigenvalues) that act on sub-systems of 
linear size l, e.g. sub-system magnetization;



When do we expect (non) trivial prob. distr.?

In states with finite correlation length ξ and ξ≪ℓ usual 
“thermodynamic” arguments apply

≈ Gaussian for large ℓ

Cases with (i) ξ→∞ or (ii) ξ≿ℓ will be most interesting.

(i) D=1: quantum critical GS (→ equilibrium) or long-range int. 

(ii) Energy density after QQ should not be too large.



A. Melting of LRO after a “Quantum Quench”

Full counting statistics in the spin-1/2 Heisenberg XXZ chain

Mario Collura, Fabian H.L. Essler, and Stefan Groha
The Rudolf Peierls Centre for Theoretical Physics, Oxford University, Oxford, OX1 3NP, UK

The spin-1/2 Heisenberg chain exhibits a quantum critical regime characterized by quasi long-
range magnetic order at zero temperature. We quantify the strength of quantum fluctuations in
the ground state by determining the probability distributions of the components of the (staggered)
subsystem magnetization. Some of these exhibit scaling and the corresponding universal scaling
functions can be determined by free fermion methods and by exploiting a relation with the boundary
sine-Gordon model.

I. INTRODUCTION

Universality is a key organizing principle for continuous phase transitions1,2. It posits that certain quantities are
independent of microscopic details and coincide in di↵erent physical systems that belong to the same “universality
class”. The latter are determined by properties such as symmetries and dimensionality and are amenable to field theory
descriptions. In 1+1 dimensions this permits the exact description of universal properties such as critical exponents
and correlation functions at conformally invariant quantum critical points. As emphasized in Ref. 3, less familiar
quantities like the order parameter probability distribution function display universal scaling as well. In quantum
theory these probability distributions describe the statistics of measurements on identical systems, which generally
give rise to di↵erent outcomes. Their analysis provides very detailed information about the physical properties of
many-particle systems and has been explored in a variety of areas including condensed matter4,5 and cold atom
physics6–9. Theoretical results on full counting statistics in quantum critical systems are relatively scarce. The list of
available results includes phase fluctuations in Luttinger liquids10–13, the order parameter statistics in the Ising field
theory3, the transverse magnetization in the Ising chain14 and the magnetization in the Haldane-Shastry model15.
Here we consider the (staggered) subsystem magnetization in the anisotropic one-dimensional spin-1/2 Heisenberg
XXZ chain

H = J
LX

j=1

Sx

j

Sx

j+1

+ Sy

j

Sy

j+1

+�Sz

j

Sz

j+1

. (1)

The XXZ chain is a paradigmatic model for quantum critical behaviour in 1+1 dimensions. It features a critical
line parametrized by the exchange anisotropy �1  �  1. The special values � = ±1 correspond to the isotropic
antiferromagnet and ferromagnet respectively. In the regime �1 < �  1 the low-energy behaviour of the model (1)
is described by Luttinger liquid theory or equivalently a free, compact boson16–19. The long-distance asymptotics of
spin-spin correlation functions is of the form

hGS|Sx

j+n

Sx

j

|GSi = (�1)n
A

4n⌘

✓
1 � B

n4/⌘�4

◆
� Ã

4n⌘+1/⌘

 
1 +

B̃

n2/⌘�2

!
+ . . . ,

hGS|Sz

j+n

Sz

j

|GSi = � 1

4⇡2⌘n2

 
1 +

B̃
z

n4/⌘�4

4 � 3⌘

2 � 2⌘

!
+ (�1)n

A
z

4n1/⌘

✓
1 � B

z

n2/⌘�2

◆
+ . . . (2)

where explicit expressions for the amplitudes in (2) are known20–23 and ⌘ is related to the anisotropy parameter � by

� = � cos(⇡⌘). (3)

It follows from (2) that throughout the critical regime the dominant correlations are those of the staggered magne-
tizations in the xy-plane. The XXZ chain thus exhibits antiferomagnetic quasi-long range order in the XY plane in
spin space. Two-point functions such s (2) are a standard means for characterizing physical properties and identifying
ground state “phases” in quantum critical systems19. A key objective of our work is to provide a complementary
characterization of ground state properties in the critical XXZ chain by determining the quantum mechanical fluctu-
ations of the subsystem magnetization in the ground state. More precisely we consider the probability distributions
of the following observables

S↵(`) =
`X

j=1

S↵

j

, N↵(`) =
`X

j=1

(�1)jS↵

j

. (4)
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|Ψ(0)⟩ =|↑↓↑↓↑↓↑↓↑↓…⟩

- AFM Long-range order

• Consider a spin-1/2 chain with Hamiltonian

• Prepare the system at time t=0 in a classical Néel state

⟨Ψ(0) |∑
j

(−1) jSz
j |Ψ(0)⟩ ≠ 0

• time-evolve with H |Ψ(t)⟩ = e−iHt |Ψ(0)⟩

M. Collura, FHLE 

in preparation

integrable, but essence of what follows has nothing to do with it.



Consider the PD of AFM short-range order N
z
ℓ =

ℓ∑

j=1

(−1)jSz
j
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⟨Ψ(t) |eiθNz
ℓ |Ψ(t)⟩require

Initially depends on time, but eventually relaxes to a stationary 
value (“local relaxation”) as          is a local operator.eiθNz

ℓ

PNz
ℓ,|Ψ(t)⟩(μ) = ⟨Ψ(t) |δ(Nz

ℓ − μ) |Ψ(t)⟩ = ∫
∞

−∞

dθ
2π

e−iμθ⟨Ψ(t) |eiθNz
ℓ |Ψ(t)⟩

≡ ∑
m∈ℤ

Pℓ(m) δ(μ − m) (ℓ even)



Probability distribution in initial state (t=0):

-20 -10 0 10 20
0.0
0.2
0.4
0.6
0.8
1.0

m

P ℓ
(m

)

→ delta-function at m=ℓ/2

What do we expect in the stationary state?



Stationary State:

-20 -10 0 10 20
0.00

0.05

0.10

0.15

m
P ℓ

(m
)

Finite correlation length ξ 

 ξ<ℓ 

part. relevant for

“large quenches”

SRO has melted



Stationary State:

-20 -10 0 10 20
0.00
0.05
0.10
0.15
0.20
0.25
0.30

m
P ℓ

(m
)

Finite correlation length ξ 

 ξ>ℓ 

part. relevant for

“small quenches”

short-ranged

order

SRO remains, but

spin-flip symmetry 

should be restored.

Analytic understanding

for large Δ.



Time evolution for a “large quench”

Prob. dist. = 
narrow Gaussian

average

Here the prob. dist. does not give a lot of extra info (except at 
short times)…

(obtained from iTEBD)



Time evolution for a “small quench”

peak at

m=ℓ/2

remains

peak at

m=-ℓ/2

develops

average

Prob.  dist. reveals a lot of physics beyond the average!

(obtained from iTEBD)



Time evolution for an “intermediate quench”

Very broad prob. dist. 

average



B. Analytic results: Transverse-Field Ising Chain

2

A. Transverse Field Ising chain

In the following we consider the spin-1/2 transverse field Ising model on an infinite chain

H(h) =�
1X

j=�1

⇥
�x
j �

x
j+1

+ h�z
j

⇤
. (1)

The ground state phase diagram features ferromagnetic (h < 1) and paramagnetic (h > 1) phases that are separated
by a quantum critical point in the universality class of the two-dimensional Ising model [26]. The order parameter
that characterizes the transition is the longitudinal magnetisation hGS|�x

j |GSi. At finite temperature spontaneous
breaking of the

2

symmetry of H(h) is forbidden and hence the order present in the ground state at h < 1 melts. In
order for this paper to be self-contained we now briefly summarize the relevant steps for diagonalizing the Hamiltonian
(1). A more detailed discussion can be found in e.g. the Appendix in [40]. The TFIC is mapped to a model of spinless
fermions by a Jordan-Wigner transformation

�z
j = 1� 2c†jcj , �x

j =
j�1Y

l=�1
(1� 2c†l cl )(cj + c†j) , (2)

where cj are fermion operators obeying canonical anticommutation relations {c†j , ck} = �j,k. Setting aside the issue
of boundary conditions the Hamiltonian takes the form

H(h) =� J
1X

j=�1
(c†j � cj)(cj+1

+ c†j+1

)� Jhcjc
†
j � c†jcj . (3)

This is diagonalized by a Bogoliubov transformation

cj =

Z ⇡

�⇡

dk

2⇡
e�ikj

h
cos(✓k/2)↵k + i sin(✓k/2)↵

†
�k

i
, (4)

where {↵k,↵†
p} = �p,k and the Bogoliuobov angle is

ei✓k =
h� eikp

1 + h2 � 2h cos k
. (5)

The Hamiltonian takes the form

H(h) =

Z ⇡

�⇡

dk

2⇡
"(k)


↵†
k↵k � 1

2

�
, (6)

where the dispersion relation is given by

"(k) =2J
p

1 + h2 � 2h cos(k). (7)

The ground state of H(h) is equal to the Bogoliubov vacuum state defined by

↵k |0i = 0. (8)

II. FULL COUNTING STATISTICS AND GENERATING FUNCTION

We are interested in the properties of the smooth and staggered components of the transverse magnetization of a
chain segment of length `. These are defined as

Sz
u(`) =

X̀

j=1

�z
j , Sz

s (`) =
X̀

j=1

(�1)j�z
j . (9)

Given a density matrix ⇢ that specifies the quantum mechanical state of our system, the probability distributions for
the transverse subsystem magnetizations are given by

P (u,s)(m) = Tr
�
⇢ �

�
m� Sz

u,s(`)
��

. (10)

S. Groha, FHLE 

& P. Calabrese ‘18

Consider QQs e.g. from ground states of H(h0) and determine

PD of transverse subsystem magnetisation:

local in fermionsSz
u(ℓ) =

ℓ

∑
j=1

σz
j

PSzu(ℓ),|Ψ(t)⟩(μ) = ⟨Ψ(t) |δ(Sz
u(ℓ) − μ) |Ψ(t)⟩ = ∫

∞

−∞
dλ e−iμλ ⟨Ψ(t) |eiλSz

u(ℓ) |Ψ(t)⟩
χu(λ,ℓ)

= 2∑
r∈ℤ

P(u)
w (r, t) δ(m − 2r) (ℓ even)



5

We are now in a position to write down a convenient determinant representation for the generating functions
�(u,s)(�, `). To do so we employ a relation derived in Ref. [52]: given two Gaussian density matrices ⇢

1,2

with
correlation matrices �

1,2

the trace of their product is given by

Tr [⇢
1

⇢
2

] =

s

det

✓
1 + �

1

�
2

2

◆
. (28)

Applying this relation to our case we arrive at the following determinant representations

�(a)(�, `) =
1

(2 cos�)`

vuutdet

 
1 + �Ae�(a)

2

!
, a = u, s , (29)

where �A and �(u,s) are given in (19) and (26), (27) respectively.

A. Simplification in special cases

Equation (29) has been derived for a general
2

-invariant Gaussian state with density matrix ⇢. If the state is also
invariant under translations and reflections with respect to a site the generating function �(u)(�, `) can be simplified
further. Indeed, under these conditions, the correlation matrix assumes a block Toeplitz form [44, 50]
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Taking advantage of the block diagonal form of the correlation matrix of the auxiliary density matrix in (27) we can
cast the generating function in the form
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B. Expressions for the first few cumulants

The determinant representation (29) of the generating function provides an e�cient way for determining the cu-
mulants of the probability distribution, which is the main purpose of the function itself. The cumulants are obtained
in the usual way from the series expansions of ln�(u,s)(�, `)

ln�(u,s)(�, `) =
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How to obtain analytic results after QQ:

Step 1: exact determinant representation for generating function

known 2ℓx2ℓ matrix

Step 2: multiple integral representation

17

VI. ANALYTIC RESULTS FOR THE PROBABILITY DISTRIBUTION

We now restrict our discussion to the particular case of transverse field quenches. As we have seen above, in
this case the characteristic functions �(u)(�, `, t) exhibit a scaling collapse at late times, cf. (58). This suggests
that it might be possible to obtain analytic results for the late time asymptotics by a suitable generalization of the
multi-dimensional stationary state approximation method previously used to determine the asymptotics of the order
parameter two-point function [40] and the entanglement entropy [45]. As we will see, such a generalization is indeed
possible, even though the case at hand is significantly more complicated.

Our starting point is the following expression

ln�(u)(�, `, t) = ` ln (cos�) +
1

2
Tr (ln(1� tan� �0)) , (71)

which is derived from (32) by using the identity ln (det (A)) = Tr (ln (A)). The second term in (71) can be expanded
in a power series
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This then leads us to examine integer powers (�0)n of the correlation matrix. Unlike in the case of the order parameter
two-point function analyzed in [41] odd powers do not vanish because �0 is not a real anti-symmetric matrix. The
symbol t0(k) corresponding to the correlation matrix �0 is defined by
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Its explicit expression for a magnetic field quench from h
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where ✓
k

and �
k

have been previous defined in (56). Following Ref. [41] we can represent the trace of powers of the
correlation matrix as multiple integrals
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We now change variables
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The integration ranges in the ⇣ variables is determined by the constraints
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The integral over ⇣
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can now be carried out as the integrand does not depend on it. This gives
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where µ({⇣}) is the size of the range of ⇣
0

under the constraints (78)
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Step 3: asymptotics from multi-dim stationary phase approx

and summing result over all n

difficult.

Fagotti &

Calabrese’08generalize
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2. Result for �(�, `, t)

In order to obtain the logarithm of the characteristic function �(�, `, t) we now need to sum over all contributions
(93) with coe�cients given in (71). This is a formidable task. It turns out that the structure of Heaviside step
functions discussed above provides a very useful way of organizing the complicated summation required. The full
result can be expressed in the form

ln�(�, `, t) ⇡ ` log(cos�) +
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2
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Z
2⇡

0

dk
0

2⇡
⇥(`� 2n|vk|t)


1� 2n|vk|t

`

� n+1X

m=0

cos
�
2m"(k

0

)t
�
fn,m(�, k

0

) + C . (98)

Here C is a constant that is beyond the accuracy of the stationary phase approximation and the functions fn,m(�, k
0

, t)
are given in terms of infinite series. Based on the first 15 terms in these series we conjecture the following explicit
expressions
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(99)

In principle one could determine further terms fn,0 but their contribution turns out to be negligible for all cases we
have considered. The contributions fn,m>0

(�, k
0

, t) are more di�cult to simplify. While the term f
0,1 can still be

obtained without further approximations, in order to obtain closed form expressions for m > 1 we have resorted to
an expansion in powers of sin(�k0). This is expected to give very accurate results for small quenches, which are
defined as producing a small density of elementary excitations through the quench [39, 40]. The leading terms are
then conjectured to be of the form

f
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As we will see below, the contributions described by (99) and (100) are su�cient to obtain an extremely accurate
description of �(�, `, t). The constant C can be fixed by comparing the t ! 1 limit of (98) to the result obtained
previously for the behaviour in the stationary state. For later convenience we define two approximations as
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where a = 1, 2 and where we set f
2,1 = 0. Should probably give a few more details.

3. Comparison to numerical results

We now turn to a comparison between our analytical result (101) and a direct numerical evaluation of the deter-
minant representation (32), (33). The numerical errors in the latter are negligible. We first consider �

1

(�, `, t). A
representative comparison between the corresponding analytical results to numerics is shown in Fig. 17. We see that
�
1

(�, `, t) reproduces the numerics very well at late times after the quench. In contrast, the oscillatory behaviour
at short times is clearly not captured. Comparisons for other values of � and other quenches, both within the same
phase and between the two phases, are very similar in structure and level of agreement.

We now consider the improved approximation �
2

(�, `, t) (101). As shown in Fig. 18 for a representative example
this approximation leads to a markedly improved agreement with the numerics. As expected, the analytic result is
most accurate in the full range of the “counting parameter” � when sin�k0 is small. For larger values of sin�k0

we still find excellent agreement between the analytic result and numerics as long as tan� is small. This can be
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f
0,0(�, k0) = 2 ln

�
1 + i cos�k0 tan�e

i✓k0
�
,

f
1,0(�, k0) = ln


1� sin2 �k0 tan

2 �(cos ✓k0 + i cos�k0 tan�)
2

(sin2 ✓k0 + (cos ✓k0 + i cos�k0 tan�)
2)2

�
,

f
2,0(�, k0) = ln

"
1 +

sin4 �k0 tan
4 � sin2 ✓k0(cos ✓k0 + i cos�k0 tan�)

2

((sin2 ✓k0 + (cos ✓k0 + i cos�k0 tan�)
2)2 � sin2 �k0 tan

2 �(cos ✓k0 + i cos�k0 tan�)
2)2

#
.

(99)

In principle one could determine further terms fn,0 but their contribution turns out to be negligible for all cases we
have considered. The contributions fn,m>0

(�, k
0

, t) are more di�cult to simplify. While the term f
0,1 can still be

obtained without further approximations, in order to obtain closed form expressions for m > 1 we have resorted to
an expansion in powers of sin(�k0). This is expected to give very accurate results for small quenches, which are
defined as producing a small density of elementary excitations through the quench [39, 40]. The leading terms are
then conjectured to be of the form

f
0,1 = �i tan�k0 ln


1 + iei✓k0 cos�k0 tan�

1 + ie�i✓k0 cos�k0 tan�

�
,

f
1,1 = tan�k0

 
i log
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�
.(100)

As we will see below, the contributions described by (99) and (100) are su�cient to obtain an extremely accurate
description of �(�, `, t). The constant C can be fixed by comparing the t ! 1 limit of (98) to the result obtained
previously for the behaviour in the stationary state. For later convenience we define two approximations as

ln�a(�, `, t) = ` log(cos�) +
`

2

2X

n=0

Z
2⇡

0

dk
0

2⇡
⇥(`� 2n|vk|t)


1� 2n|vk|t

`

� aX

m=0

cos
�
2m"(k

0

)t
�
fn,m(�, k

0

) + C , (101)

where a = 1, 2 and where we set f
2,1 = 0. Should probably give a few more details.

3. Comparison to numerical results

We now turn to a comparison between our analytical result (101) and a direct numerical evaluation of the deter-
minant representation (32), (33). The numerical errors in the latter are negligible. We first consider �

1

(�, `, t). A
representative comparison between the corresponding analytical results to numerics is shown in Fig. 17. We see that
�
1

(�, `, t) reproduces the numerics very well at late times after the quench. In contrast, the oscillatory behaviour
at short times is clearly not captured. Comparisons for other values of � and other quenches, both within the same
phase and between the two phases, are very similar in structure and level of agreement.

We now consider the improved approximation �
2

(�, `, t) (101). As shown in Fig. 18 for a representative example
this approximation leads to a markedly improved agreement with the numerics. As expected, the analytic result is
most accurate in the full range of the “counting parameter” � when sin�k0 is small. For larger values of sin�k0

we still find excellent agreement between the analytic result and numerics as long as tan� is small. This can be

Result:
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temperature. Furthermore, we observe that at a fixed temperature they both tend to zero as the subsystem size ` is
increased. This signals that the corresponding probability distribution approaches a Gaussian. This is expected as
for large subsystem sizes the laws of thermodynamics apply and the probability distribution is then approximately
Gaussian with a standard deviation that scales as

p
`.

V. FULL COUNTING STATISTICS AFTER A QUANTUM QUENCH

We now turn to the time evolution of the characteristic function �(u,s)(�, t) after quantum quenches. We consider
two di↵erent classes of initial states:

• We initialize the system in the ground state of H(h
0

) and time evolve with H(h). Such transverse field quenches
have been studied in detail in the literature [39–46, 53–63].

• We initialize the system in the Néel state |"#"# . . . "#i, thus breaking translational symmetry by one site. This
symmetry is restored at late times after the quench and it is an interesting question how this is reflected in the
probability distributions of observables.

A. Transverse field quench h0 �! h

In this quench protocol both the Hamiltonian and the initial state are translationally invariant. The characteristic
function has the determinant representation (32), (33) with [44]

g
l

= �i

Z
⇡

�⇡

dk

2⇡
e�iklei✓k (cos�

k

� i sin�
k

cos(2"
k

t)) (54)

f
l

=

Z
⇡

�⇡

dk

2⇡
e�ikl sin�

k

sin(2"
k

t) , (55)

where

ei✓k =
h� eikp

1 + h2 � 2h cos k
, cos�

k

= 4
hh

0

� (h+ h
0

) cos k + 1

"
h

(k)"
h0(k)

. (56)

Using Szegő’s Lemma it is straightforward to obtain the large-` asymptotics in the initial (t = 0) and stationary
(t = 1) states. The t = 0 result corresponds to a ground state at field h

0

and has been discussed earlier.

1. Behaviour in the stationary state

The late time asymptotics of the generating function can be determined from Szegő’s Lemma. For quenches into
the paramagnetic phase h > 1 it takes the form

lim
t!1

ln�(u)(�, `, t)

`
=

Z
2⇡

0

dk

2⇡
ln

�
cos�+ i sin� cos�

k

ei✓k
�
+O(1/`) , ` � 1. (57)

The O(`�1) corrections also follow from Szegő’s Lemma. The real and imaginary parts of �(u)(�, `, t) (with O(`�1)
corrections included) are shown for a transverse field quench from h

0

= 5 to h = 2 and subsystem size ` = 100 in
Fig. 4.

For quenches into the ferromagnetic phase and � < �
c

(h
0

, h), Eq. (57) continues to hold. However, for � > �
c

(h
0

, h)
the symbol exhibits non-zero winding number and the analysis needs to be modified, cf. Appendix A. The probability
distribution in the stationary state is obtained by Fourier transforming �(u)(�, `, t). Examples for several transverse
field quenches are shown in Fig. 5. We again employ a logarithmic scale to make the deviations from a Gaussian form
more apparent. In Figs 6 we plot the skewness and the excess kurtosis of the steady state probability distributions for
a number of transverse field quenches. We observe that in all cases both skewness and excess kurtosis tend to zero for
large subsystem sizes. This signals that the probability distributions approach Gaussians in the large-` limit. While
the steady states are non-thermal now, they still exhibit finite correlation lengths. Employing the same arguments as
for finite temperature ensembles then implies that the cumulants of Sz

u

(`) are proportional to ` in the large-` limit.
This in turn suggests that skewness and excess kurtosis should scale as `�1/2 and `�1 respectively, while the standard
deviation scales as `1/2. These expectations are in perfect agreement with our findings.
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The O(`�1) corrections also follow from Szegő’s Lemma. The real and imaginary parts of �(u)(�, `, t) (with O(`�1)
corrections included) are shown for a transverse field quench from h

0

= 5 to h = 2 and subsystem size ` = 100 in
Fig. 4.

For quenches into the ferromagnetic phase and � < �
c

(h
0

, h), Eq. (57) continues to hold. However, for � > �
c

(h
0

, h)
the symbol exhibits non-zero winding number and the analysis needs to be modified, cf. Appendix A. The probability
distribution in the stationary state is obtained by Fourier transforming �(u)(�, `, t). Examples for several transverse
field quenches are shown in Fig. 5. We again employ a logarithmic scale to make the deviations from a Gaussian form
more apparent. In Figs 6 we plot the skewness and the excess kurtosis of the steady state probability distributions for
a number of transverse field quenches. We observe that in all cases both skewness and excess kurtosis tend to zero for
large subsystem sizes. This signals that the probability distributions approach Gaussians in the large-` limit. While
the steady states are non-thermal now, they still exhibit finite correlation lengths. Employing the same arguments as
for finite temperature ensembles then implies that the cumulants of Sz

u

(`) are proportional to ` in the large-` limit.
This in turn suggests that skewness and excess kurtosis should scale as `�1/2 and `�1 respectively, while the standard
deviation scales as `1/2. These expectations are in perfect agreement with our findings.

2

further investigation.

II. THE MODEL AND THE FULL COUNTING STATISTICS

A. Transverse Field Ising chain

In the following we consider the spin-1/2 transverse field Ising model on an infinite chain

H(h) =�
1X

j=�1

⇥
�x

j

�x

j+1

+ h�z

j

⇤
. (1)

The ground state phase diagram features ferromagnetic (h < 1) and paramagnetic (h > 1) phases that are separated
by a quantum critical point in the universality class of the two-dimensional Ising model [34]. The order parameter
that characterizes the transition is the longitudinal magnetisation hGS|�x

j

|GSi. At finite temperature spontaneous
breaking of the

2

symmetry of H(h) is forbidden and hence the order present in the ground state at h < 1 melts. In
order for this paper to be self-contained we now briefly summarize the relevant steps for diagonalizing the Hamiltonian
(1). A more detailed discussion can be found in e.g. the Appendix in [41]. The TFIC is mapped to a model of spinless
fermions by a Jordan-Wigner transformation

�z

j

= 1� 2c†
j

c
j

, �x

j

=
j�1Y

l=�1
(1� 2c†

l

c
l

)(c
j

+ c†
j

) , (2)

where c
j

are fermion operators obeying canonical anticommutation relations {c†
j

, c
k

} = �
j,k

. Setting aside the issue
of boundary conditions the Hamiltonian takes the form

H(h) =� J
1X

j=�1
(c†

j

� c
j

)(c
j+1

+ c†
j+1

)� Jhc
j

c†
j

� c†
j

c
j

. (3)

This is diagonalized by a Bogoliubov transformation

c
j

=

Z
⇡

�⇡

dk

2⇡
e�ikj

h
cos(✓

k

/2)↵
k

+ i sin(✓
k

/2)↵†
�k

i
, (4)

where {↵
k

,↵†
p

} = �
p,k

and the Bogoliuobov angle is

ei✓k =
h� eikp

1 + h2 � 2h cos k
. (5)

The Hamiltonian takes the form

H(h) =

Z
⇡

�⇡

dk

2⇡
"(k)


↵†
k

↵
k

� 1

2

�
, (6)

where the dispersion relation is given by

"(k) =2J
p

1 + h2 � 2h cos(k). (7)

The ground state of H(h) is equal to the Bogoliubov vacuum state defined by

↵
k

|0i = 0. (8)

B. Full Counting Statistics and Generating Function

We are interested in the properties of the smooth and staggered components of the transverse magnetization of a
chain segment of length `. These are defined as

Sz

u

(`) =
`X

j=1

�z

j

, Sz

s

(`) =
`X

j=1

(�1)j�z

j

. (9)

vk =
dϵ(k)

dk
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How well does this work?

λ=0.1, ℓ=200, h0=0, h=0.2

→ Compare to numerically exact results.

Not bad.

Slight caveat: when              becomes very small as a fn of λ our 
approximation becomes poor. Not a problem for getting the PD.

χ(u)(λ, ℓ, t)



h0=3, h=0.2
h010

even/odd structure that

washes out over time

“Transverse field quench”: prepare system in GS of H(h0), 

time evolve with H(h)



Summary

1. PD for subsystems can reveal interesting physics;  can be 

universal at critical points.

2. PD are not easy to calculate analytically.

3. Analytic results for PD of transverse subsystem 

magnetisation in TFIM after QQs

4. Order parameter after Neel quench in XXZ: interesting 

regime after melting of LRO

5. Other results: PDs in ground states of critical XXZ chain 

and Hubbard model.

6. Long-range spin chains/“Kitaev models”: Floquet; formation 

of order;…


