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FIG. 1. Honeycomb lattice and the regions A and B. In the
figure region A has a width of WA = 4.

be taken to be the dimerized Kane-Mele model. Using
the spinor notation ĉ†i =

�
ĉ†iii", ĉ

†
iii#
�

ĤT =
X

iii,jjj

ĉ†iii [tiiijjj + i�iiijjj · �] ĉjjj . (2)

The hopping matrix takes non-vanishing values be-
tween nearest neighbors of the honeycomb lattice,
iii� jjj = ±���1,±���2,±���3 (see Fig. 1), and we have imple-
mented the following dimerization:

tiiijjj =

8
<

:

�t if iii� jjj = ±���2,±���3
�t0 if iii� jjj = ±���1
0 otherwise

. (3)

The intrinsic spin-orbit term is given by

���iiijjj = �

(
(iii�rrr)⇥(rrr�jjj)
|(iii�rrr)⇥(rrr�jjj)| if iii, jjj are n.n.n.

0 otherwise
, (4)

where rrr is the intermediate site involved in the next near-
est neighbor (n.n.n.) hopping process from site iii to jjj.

The PQMC algorithm is based on filtering out the
ground state from a Slater determinant trial wave func-
tion:

| Ti =
NpY

n=1

 
NX

x=1

ĉ†xPxn

!
|0i . (5)

The trial wave function is thus defined by the rectangu-
lar N ⇥Np matrix P with Np the number of particles.
Given this trial wave function, and assuming that it is
non-orthogonal to the ground state, observables can be
obtained from

hÔi0 = lim
⇥!1

h T|e�⇥ĤÔ e�⇥Ĥ | Ti
h T|e�2⇥Ĥ | Ti

, (6)

for large but finite values of the projection parameter ⇥.
To compute the imaginary time propagation one first dis-
cretizes the imaginary time, L⇥�⌧ = 2⇥, and then car-
ries out a Trotter decomposition to isolate the Hubbard

interaction term,

e�2⇥Ĥ =
L⇥Y

⌧=1

e��⌧ĤT /2e��⌧ĤU e��⌧ĤT /2 +O(�⌧2) .

(7)
Hereafter we neglect the systematic and controllable
Trotter error [26]. The key point of the algorithm is to
use a Hubbard-Stratonovitch (HS) transformation to re-
formulate the many-body imaginary time propagator as
a sum of one-body problems by introducing an auxiliary
field. We have adopted the discrete decomposition [27],

e��⌧ U
2 (n̂iii�1)2 = �

X

s=±1

es↵(niii"�niii#) , (8)

with cosh(↵) = e�⌧U/2 and � = 1
2e

��⌧U/2. With this
transformation, the imaginary time propagation reads

e�2⇥Ĥ = �NL⇥
X

sss1···sssL⇥

L⇥Y

⌧=1

eĉ
†A(sss⌧ )ĉe��⌧ ĉ†Tĉ , (9)

with A(sss⌧ )xy = �xy siii⌧ � ↵. Recall that x = (iii�) and that
� takes the value 1 (�1) for the up (down) z-component
of the spin. For a given configuration of Ising variables,
sss ⌘ {sss1 · · ·sssL⇥}, we now have to solve a free Fermion
problem in an external space and time dependent field.
Since under a single body propagator a Slater determi-
nant remains a Slater determinant,

eĉ
†hĉ

NpY

n=1

�
ĉ†P

�
n
|0i =

NpY

n=1

�
ĉ†ehP

�
n
|0i , (10)

and the overlap of two slater determinants defined by P
and P0 is a determinant,

h 0
T| Ti = det

�
P0†P

�
, (11)

we can integrate out the fermions to obtain:

hÔi0 =
X

sss

PssshÔisss . (12)

Here,

Psss =
det (U<

sss U
>
sss )P

sss det (U
<
sss U

>
sss )

, (13)

with

U>
sss =

0

@
L⇥/2Y

⌧=1

eA(sss⌧ )e��⌧T

1

AP ,

U<
sss = P†

0

@
L⇥Y

⌧=L⇥/2

eA(sss⌧ )e��⌧T

1

A .

For a single Ising field configuration sss, Wick’s theorem
holds, such that it su�ces to compute the single particle
Green function,

Gxy(sss) ⌘ hĉ†xĉyisss =
h
U>

sss

�
U<

sss U
>
sss

��1
U<

sss

i

yx
, (14)

ρ̂A = TrB ρ̂ = e− ĤE , ρ̂ = e−β Ĥ0
Z

ρ̂A = det 1−GA[ ]e−â
† ln GA

−1−1⎡⎣ ⎤⎦â

GA Single particle  equal time Green 
function matrix in 𝓗A 
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1
2 −GA =

1
2
tanh HE / 2( )
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Entanglement Hamiltonian of a tight binding chain 
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Figure 3.4: Left: the vacuum as the propagation of an arbitrary field at T̃ = ∞ to
φA and φB at T̃ = 0. Right: the vacuum as the propagation of φA at θ = 0 to φB at
θ = π. The two equivalent formulations both consist of an integral over all fields in
the upper half-plane, subject to the boundary conditions imposed by φA and φB.

The probability amplitude of evolving from a configuration φ(x, t0) at t0 to another

configuration φ(x, tf ) at tf is given by ⟨φ(tf )|φ(t0)⟩ =
∫

D[χ(x, t)] exp
(

i
∫ tf

t0
Ldt

)

,

where the integral is over all fields χ that satisfy χ(ti) = φ(ti) (i = 1, 2), and L is the
classical Lagrangian; again, this is completely analogous to regular Quantum Mechan-

ics, where ⟨x(tf )|x(t0)⟩ =
∫

D[x(t)] exp
(

i
∫ tf

t0
Ldt

)

. Just as the functional integral in

regular Quantum Mechanics is evaluated by dividing the time interval into N smaller
intervals and letting N → ∞, with the measure D[x(t)] = dx(t1)dx(t2)...dx(tN−1),
the functional integral in QFT is evaluated by dividing up both space and time, with
the measure D[χ(x, t)] =

∏

i

∏

j dχ(xi, tj). So, keeping this in mind, and letting
φ = φA ∪ φB, we have

ΨGS(φ) = ⟨φ| lim
iT→∞

e−iHT |Ψany⟩ (3.18)

= lim
iT→∞

⟨φ(0)|Ψany(T )⟩ (3.19)

= lim
iT→∞

∫

χ(0)=φ(0)

D[χ]ei
R

0

T
LdT (3.20)

=

∫

χ(0)=φ(0)

D[χ]e−
R

∞

0
LEdT̃ . (3.21)

Note that there is no boundary condition at T̃ = ∞, since Ψany is arbitrary. We now

31

τ

τ τ

x x

Û(τ + dτ ,τ ) = e−dτ Ĥ , Ĥ = dx ĥ(x)∫ Û(θ + dθ ,θ ) = e−dθ ĤR , ĤR = dx x ĥ(x)
0

∞

∫

ψ 0 φBφA = lim
β→∞

ψ T e
−β Ĥ φBφA = φB e

−π ĤR φA Lorentz invariance required! 

The Rindler Hamiltoninan 

φA
' ρ̂A φA = φBφA

' ψ 0 ψ 0 φBφA
φB
∑ = φA

' e−π ĤR φB φB e
−π ĤR φA

φB
∑ = φA

' e−2π ĤR φA

ρ̂A = e
−2π ĤR ĤE = 2π ĤR = 2π dx x ĥ(x)

0

∞

∫
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FIG. 1. Honeycomb lattice and the regions A and B. In the
figure region A has a width of WA = 4.

be taken to be the dimerized Kane-Mele model. Using
the spinor notation ĉ†i =

�
ĉ†iii", ĉ

†
iii#
�

ĤT =
X

iii,jjj

ĉ†iii [tiiijjj + i�iiijjj · �] ĉjjj . (2)

The hopping matrix takes non-vanishing values be-
tween nearest neighbors of the honeycomb lattice,
iii� jjj = ±���1,±���2,±���3 (see Fig. 1), and we have imple-
mented the following dimerization:

tiiijjj =

8
<

:

�t if iii� jjj = ±���2,±���3
�t0 if iii� jjj = ±���1
0 otherwise

. (3)

The intrinsic spin-orbit term is given by

���iiijjj = �

(
(iii�rrr)⇥(rrr�jjj)
|(iii�rrr)⇥(rrr�jjj)| if iii, jjj are n.n.n.

0 otherwise
, (4)

where rrr is the intermediate site involved in the next near-
est neighbor (n.n.n.) hopping process from site iii to jjj.

The PQMC algorithm is based on filtering out the
ground state from a Slater determinant trial wave func-
tion:

| Ti =
NpY

n=1

 
NX

x=1

ĉ†xPxn

!
|0i . (5)

The trial wave function is thus defined by the rectangu-
lar N ⇥Np matrix P with Np the number of particles.
Given this trial wave function, and assuming that it is
non-orthogonal to the ground state, observables can be
obtained from

hÔi0 = lim
⇥!1

h T|e�⇥ĤÔ e�⇥Ĥ | Ti
h T|e�2⇥Ĥ | Ti

, (6)

for large but finite values of the projection parameter ⇥.
To compute the imaginary time propagation one first dis-
cretizes the imaginary time, L⇥�⌧ = 2⇥, and then car-
ries out a Trotter decomposition to isolate the Hubbard

interaction term,

e�2⇥Ĥ =
L⇥Y

⌧=1

e��⌧ĤT /2e��⌧ĤU e��⌧ĤT /2 +O(�⌧2) .

(7)
Hereafter we neglect the systematic and controllable
Trotter error [26]. The key point of the algorithm is to
use a Hubbard-Stratonovitch (HS) transformation to re-
formulate the many-body imaginary time propagator as
a sum of one-body problems by introducing an auxiliary
field. We have adopted the discrete decomposition [27],

e��⌧ U
2 (n̂iii�1)2 = �

X

s=±1

es↵(niii"�niii#) , (8)

with cosh(↵) = e�⌧U/2 and � = 1
2e

��⌧U/2. With this
transformation, the imaginary time propagation reads

e�2⇥Ĥ = �NL⇥
X

sss1···sssL⇥

L⇥Y

⌧=1

eĉ
†A(sss⌧ )ĉe��⌧ ĉ†Tĉ , (9)

with A(sss⌧ )xy = �xy siii⌧ � ↵. Recall that x = (iii�) and that
� takes the value 1 (�1) for the up (down) z-component
of the spin. For a given configuration of Ising variables,
sss ⌘ {sss1 · · ·sssL⇥}, we now have to solve a free Fermion
problem in an external space and time dependent field.
Since under a single body propagator a Slater determi-
nant remains a Slater determinant,

eĉ
†hĉ

NpY

n=1

�
ĉ†P

�
n
|0i =

NpY

n=1

�
ĉ†ehP

�
n
|0i , (10)

and the overlap of two slater determinants defined by P
and P0 is a determinant,

h 0
T| Ti = det

�
P0†P

�
, (11)

we can integrate out the fermions to obtain:

hÔi0 =
X

sss

PssshÔisss . (12)

Here,

Psss =
det (U<

sss U
>
sss )P

sss det (U
<
sss U

>
sss )

, (13)

with

U>
sss =

0

@
L⇥/2Y

⌧=1

eA(sss⌧ )e��⌧T

1

AP ,

U<
sss = P†

0

@
L⇥Y

⌧=L⇥/2

eA(sss⌧ )e��⌧T

1

A .

For a single Ising field configuration sss, Wick’s theorem
holds, such that it su�ces to compute the single particle
Green function,

Gxy(sss) ⌘ hĉ†xĉyisss =
h
U>

sss

�
U<

sss U
>
sss

��1
U<

sss

i

yx
, (14)
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case, if the domain A (cf. Fig. 1) contains
p
Ns out of

Ns sites, GA(sss) turns out to be generically regular. On
the other hand, if the domain A contains more sites than
the number of particles Np, GA(sss) is singular, indeed.

At finite temperatures the Green function matrix is
never singular due to thermal broadening. This suggests
the following regularization scheme. Let G?(sss) be a pro-
jector on the vector space spanned by the elements of the
kernel of G(sss). One can then consider the quantity

G̃(sss) = (1� ⇤)G(sss) + ⇤G?(sss) . (21)

Essentially, ⇤ introduces a finite temperature since the
occupation number of occupied (unoccupied) single par-
ticle states is reduced (enhanced) from 1 (0) to 1�⇤ (⇤)
[33]. By definition G̃(sss) is regular. From G̃(sss) we can
construct G̃A(sss) which equally proves to be regular. If ⇤
is small, we do not expect this regularization scheme to
alter the nature of the entanglement spectrum, nor the
entanglement entropies. Furthermore, within the same
QMC run, it is possible to extrapolate to ⇤ ! 0.

We have tested the above for the Kane-Mele Hub-
bard model. Figure 2(a) shows the Renyi entanglement
entropies up to n = 8 on a 6 ⇥ 6 lattice at U/t = 2,
�/t = 0.2 and t = t0 with region A being a ribbon of
width WA = 4 (see Fig. 1). For this specific problem,
values of ⇤ = 5⇥ 10�6 su�ce to guarantee stability and
to render systematic errors negligible within error bars.
From now on we will always use the presented regular-
ization scheme and generically use the notation GA(sss)
instead of G̃A(sss).

Instead of implementing the above regularization
scheme, one could use a finite temperature algorithm
[28, 34]. There are however many cases where an ade-
quate choice of the trial wave function leads to consid-
erable computational gain insofar as ground state prop-
erties are concerned [35]. In this case, the above reg-
ularization scheme will certainly be more useful than a
finite-temperature simulation.

Figure 2(b) plots the Renyi entropies as a function of
n. It is interesting to note that extrapolation to n = 1,
corresponding to the von Neumann entropy, is di�cult.
The detailed knowledge of the higher order Renyi en-
tropies has been used in Ref. [36] to access the entan-
glement spectra. In the next section we will present an
alternative approach.

III. ACCESSING THE ENTANGLEMENT
SPECTRUM

Generically, in quantum Monte Carlo simulations, we
can access the spectrum of the Hamiltonian by comput-
ing imaginary time displaced correlation functions in var-
ious channels. Similarly, for the entanglement Hamilto-
nian, given by

⇢̂A ⌘ e�ĤE

TrHA

h
e�ĤE

i , (22)

-10

-5

 0

 5

 10

 0  1  2  3  4  5  6

En
ta

ng
le

m
en

t s
pe

ct
ru

m

ka

U/t = 0, t’/t = 1.5

L = 36, WA= 16
L = 48, WA= 24

-10

-5

 0

 5

 10

 0  1  2  3  4  5  6

En
ta

ng
le

m
en

t s
pe

ct
ru

m

ka

U/t = 0, L = 128, WA = 52

t’/t = 1.9
t’/t = 2.1

-10

-5

 0

 5

 10

 0  1  2  3  4  5  6

En
ta

ng
le

m
en

t s
pe

ct
ru

m

ka

U/t = 0, L = 72, WA = 48, t’/t = 2.1

FIG. 3. Entanglement spectrum of the dimerized Kane-Mele
model at �/t = 0.2 and U/t = 0. In (a) and (b) the dimer-
ization runs along the ���1 direction (See Fig. 1). In (c) the
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been obtained by inverting eq. (26).
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FIG. 1. Honeycomb lattice and the regions A and B. In the
figure region A has a width of WA = 4.
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†
iii#
�
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ĉ†iii [tiiijjj + i�iiijjj · �] ĉjjj . (2)

The hopping matrix takes non-vanishing values be-
tween nearest neighbors of the honeycomb lattice,
iii� jjj = ±���1,±���2,±���3 (see Fig. 1), and we have imple-
mented the following dimerization:
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:
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0 otherwise
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The intrinsic spin-orbit term is given by

���iiijjj = �

(
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0 otherwise
, (4)

where rrr is the intermediate site involved in the next near-
est neighbor (n.n.n.) hopping process from site iii to jjj.

The PQMC algorithm is based on filtering out the
ground state from a Slater determinant trial wave func-
tion:

| Ti =
NpY

n=1

 
NX

x=1

ĉ†xPxn

!
|0i . (5)

The trial wave function is thus defined by the rectangu-
lar N ⇥Np matrix P with Np the number of particles.
Given this trial wave function, and assuming that it is
non-orthogonal to the ground state, observables can be
obtained from

hÔi0 = lim
⇥!1

h T|e�⇥ĤÔ e�⇥Ĥ | Ti
h T|e�2⇥Ĥ | Ti

, (6)

for large but finite values of the projection parameter ⇥.
To compute the imaginary time propagation one first dis-
cretizes the imaginary time, L⇥�⌧ = 2⇥, and then car-
ries out a Trotter decomposition to isolate the Hubbard

interaction term,

e�2⇥Ĥ =
L⇥Y

⌧=1

e��⌧ĤT /2e��⌧ĤU e��⌧ĤT /2 +O(�⌧2) .

(7)
Hereafter we neglect the systematic and controllable
Trotter error [26]. The key point of the algorithm is to
use a Hubbard-Stratonovitch (HS) transformation to re-
formulate the many-body imaginary time propagator as
a sum of one-body problems by introducing an auxiliary
field. We have adopted the discrete decomposition [27],

e��⌧ U
2 (n̂iii�1)2 = �

X

s=±1

es↵(niii"�niii#) , (8)

with cosh(↵) = e�⌧U/2 and � = 1
2e

��⌧U/2. With this
transformation, the imaginary time propagation reads

e�2⇥Ĥ = �NL⇥
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sss1···sssL⇥

L⇥Y

⌧=1

eĉ
†A(sss⌧ )ĉe��⌧ ĉ†Tĉ , (9)

with A(sss⌧ )xy = �xy siii⌧ � ↵. Recall that x = (iii�) and that
� takes the value 1 (�1) for the up (down) z-component
of the spin. For a given configuration of Ising variables,
sss ⌘ {sss1 · · ·sssL⇥}, we now have to solve a free Fermion
problem in an external space and time dependent field.
Since under a single body propagator a Slater determi-
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eĉ
†hĉ

NpY

n=1

�
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sss
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sss det (U
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FIG. 1. Honeycomb lattice and the regions A and B. In the
figure region A has a width of WA = 4.

be taken to be the dimerized Kane-Mele model. Using
the spinor notation ĉ†i =
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ĉ†iii", ĉ

†
iii#
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ĤT =
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The hopping matrix takes non-vanishing values be-
tween nearest neighbors of the honeycomb lattice,
iii� jjj = ±���1,±���2,±���3 (see Fig. 1), and we have imple-
mented the following dimerization:

tiiijjj =

8
<

:
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0 otherwise
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|(iii�rrr)⇥(rrr�jjj)| if iii, jjj are n.n.n.

0 otherwise
, (4)

where rrr is the intermediate site involved in the next near-
est neighbor (n.n.n.) hopping process from site iii to jjj.

The PQMC algorithm is based on filtering out the
ground state from a Slater determinant trial wave func-
tion:
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The trial wave function is thus defined by the rectangu-
lar N ⇥Np matrix P with Np the number of particles.
Given this trial wave function, and assuming that it is
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ĉ†iii [tiiijjj + i�iiijjj · �] ĉjjj . (2)
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with A(sss⌧ )xy = �xy siii⌧ � ↵. Recall that x = (iii�) and that
� takes the value 1 (�1) for the up (down) z-component
of the spin. For a given configuration of Ising variables,
sss ⌘ {sss1 · · ·sssL⇥}, we now have to solve a free Fermion
problem in an external space and time dependent field.
Since under a single body propagator a Slater determi-
nant remains a Slater determinant,

eĉ
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hÔi0 =
X

sss
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†σ zĉj − ĉj
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case, if the domain A (cf. Fig. 1) contains
p
Ns out of

Ns sites, GA(sss) turns out to be generically regular. On
the other hand, if the domain A contains more sites than
the number of particles Np, GA(sss) is singular, indeed.

At finite temperatures the Green function matrix is
never singular due to thermal broadening. This suggests
the following regularization scheme. Let G?(sss) be a pro-
jector on the vector space spanned by the elements of the
kernel of G(sss). One can then consider the quantity

G̃(sss) = (1� ⇤)G(sss) + ⇤G?(sss) . (21)

Essentially, ⇤ introduces a finite temperature since the
occupation number of occupied (unoccupied) single par-
ticle states is reduced (enhanced) from 1 (0) to 1�⇤ (⇤)
[33]. By definition G̃(sss) is regular. From G̃(sss) we can
construct G̃A(sss) which equally proves to be regular. If ⇤
is small, we do not expect this regularization scheme to
alter the nature of the entanglement spectrum, nor the
entanglement entropies. Furthermore, within the same
QMC run, it is possible to extrapolate to ⇤ ! 0.

We have tested the above for the Kane-Mele Hub-
bard model. Figure 2(a) shows the Renyi entanglement
entropies up to n = 8 on a 6 ⇥ 6 lattice at U/t = 2,
�/t = 0.2 and t = t0 with region A being a ribbon of
width WA = 4 (see Fig. 1). For this specific problem,
values of ⇤ = 5⇥ 10�6 su�ce to guarantee stability and
to render systematic errors negligible within error bars.
From now on we will always use the presented regular-
ization scheme and generically use the notation GA(sss)
instead of G̃A(sss).

Instead of implementing the above regularization
scheme, one could use a finite temperature algorithm
[28, 34]. There are however many cases where an ade-
quate choice of the trial wave function leads to consid-
erable computational gain insofar as ground state prop-
erties are concerned [35]. In this case, the above reg-
ularization scheme will certainly be more useful than a
finite-temperature simulation.

Figure 2(b) plots the Renyi entropies as a function of
n. It is interesting to note that extrapolation to n = 1,
corresponding to the von Neumann entropy, is di�cult.
The detailed knowledge of the higher order Renyi en-
tropies has been used in Ref. [36] to access the entan-
glement spectra. In the next section we will present an
alternative approach.

III. ACCESSING THE ENTANGLEMENT
SPECTRUM

Generically, in quantum Monte Carlo simulations, we
can access the spectrum of the Hamiltonian by comput-
ing imaginary time displaced correlation functions in var-
ious channels. Similarly, for the entanglement Hamilto-
nian, given by

⇢̂A ⌘ e�ĤE

TrHA

h
e�ĤE

i , (22)
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FIG. 3. Entanglement spectrum of the dimerized Kane-Mele
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ization runs along the ���1 direction (See Fig. 1). In (c) the
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been obtained by inverting eq. (26).
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−Δτ iΦ( i,τ ) ĉi
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  all	
  equal	
  Ume	
  observables.	
  



2

FIG. 1. Honeycomb lattice and the regions A and B. In the
figure region A has a width of WA = 4.

be taken to be the dimerized Kane-Mele model. Using
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†
iii#
�
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The hopping matrix takes non-vanishing values be-
tween nearest neighbors of the honeycomb lattice,
iii� jjj = ±���1,±���2,±���3 (see Fig. 1), and we have imple-
mented the following dimerization:

tiiijjj =
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:
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0 otherwise
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(
(iii�rrr)⇥(rrr�jjj)
|(iii�rrr)⇥(rrr�jjj)| if iii, jjj are n.n.n.

0 otherwise
, (4)

where rrr is the intermediate site involved in the next near-
est neighbor (n.n.n.) hopping process from site iii to jjj.

The PQMC algorithm is based on filtering out the
ground state from a Slater determinant trial wave func-
tion:
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The trial wave function is thus defined by the rectangu-
lar N ⇥Np matrix P with Np the number of particles.
Given this trial wave function, and assuming that it is
non-orthogonal to the ground state, observables can be
obtained from

hÔi0 = lim
⇥!1

h T|e�⇥ĤÔ e�⇥Ĥ | Ti
h T|e�2⇥Ĥ | Ti

, (6)

for large but finite values of the projection parameter ⇥.
To compute the imaginary time propagation one first dis-
cretizes the imaginary time, L⇥�⌧ = 2⇥, and then car-
ries out a Trotter decomposition to isolate the Hubbard

interaction term,
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L⇥Y
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e��⌧ĤT /2e��⌧ĤU e��⌧ĤT /2 +O(�⌧2) .

(7)
Hereafter we neglect the systematic and controllable
Trotter error [26]. The key point of the algorithm is to
use a Hubbard-Stratonovitch (HS) transformation to re-
formulate the many-body imaginary time propagator as
a sum of one-body problems by introducing an auxiliary
field. We have adopted the discrete decomposition [27],

e��⌧ U
2 (n̂iii�1)2 = �

X

s=±1

es↵(niii"�niii#) , (8)

with cosh(↵) = e�⌧U/2 and � = 1
2e

��⌧U/2. With this
transformation, the imaginary time propagation reads
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For a single Ising field configuration sss, Wick’s theorem
holds, such that it su�ces to compute the single particle
Green function,
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from which arbitrary observables can be computed. Fi-
nally the sum over the fields will be carried out with
Monte Carlo importance sampling. This completes our
brief review of the PQMC auxiliary field algorithm. For
further details, we refer the reader to Ref. [28].

Alternatively, we can recast the above in terms of a
density matrix,

⇢̂ ⌘ | 0ih 0| =
X

sss

Psss ⇢̂(sss) , (15)

with

⇢̂(sss) = det [1�G(sss)] e�ĉ† ln[G�1(sss)�1] ĉ ,

such that

hÔi0 = Tr
h
⇢̂ Ô

i
. (16)

The above is essentially the central result of Ref. 24 and is
a direct consequence of the validity of Wick’s theorem for
a given configuration of HS fields, as well as the formu-
lation of the density matrix for a Gaussian problem [29]
[30]. Starting from Eq. (15), the reduced density matrix
obtained by splitting the Hilbert space as H = HA ⌦HB

and tracing over HB, reads:

⇢̂A ⌘ TrHB | 0ih 0| =
X

sss

Psss ⇢̂A(sss) , (17)

with

⇢̂A(sss) = det [1�GA(sss)] e
�âaa† ln[G�1

A (sss)�1]âaa .

Here ĉ† =
⇣
âaa†, b̂bb

†⌘
and [GA(sss)]zz0 = hâ†z âz0isss is the

Green function restricted to subsystem HA [31].

B. Numerical stabilization for Renyi entropies

The nth Renyi entropy is defined as:

Sn = � 1

n� 1
lnTrHA [⇢̂nA] . (18)

To evaluate the above quantity, one introduces n replicas,
(or n independent QMC simulations) such that

e�(n�1)Sn =
X

sss1,··· ,sssn
Psssn · · ·Psss1TrHA

⇥
⇢̂A(sss

n) · · · ⇢̂A(sss1)
⇤

=
X

sss1,··· ,sssn
Psssn · · ·Psss1

nY

m=1

det [1�GA(sss
m)]

⇥ det

"
1+

nY

m=1

GA(sssm)

1�GA(sssm)

#
. (19)

Here we have made use of the identity:

Tr
h
eĉcc

†T1ĉcc · · · eĉcc†Tnĉcc
i
= det

⇥
1+ eT1 · · · eTn

⇤
and the

superscripts denote the replicas. At n = 2 one only
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FIG. 2. Renyi entanglement entropies as a function of the
regularization parameter ⇤ (a) and order n (b) for a 6 ⇥ 6
Kane-Mele Hubbard model at U/t = 2, �/t = 0.2 and t0/t = 1
and the region A defined in Fig. 1. Errorbars are smaller
than the symbol size. For these simulations, we have used a
projection parameter ⇥t = 40. This guarantees convergence
within our error-bars. For each replica, we have carried out
500⇥103 sweeps. Each sweep consists of sequentially updating
each Ising spin in the space-imaginary time lattice.

needs the knowledge of GA(sss) to compute the Renyi
entropy and one recovers Eq. (6) of Ref. [24]. For n > 2
we were not able to avoid an explicit calculation of
the inverse of GA(sss) which will also be required to
compute the entanglement spectrum. However, GA(sss)
is in general a singular matrix. To show this, let us first
consider the Green function in Eq. (14). As pointed out
in [32] the Green function in the PQMC algorithm is a
projector operator,

G2(sss) = G(sss) , (20)

such that the eigenvalues of G(sss) are given by 0 or
1. Since the Tr [G(sss)] = Np, G(sss) contains Np non-
vanishing and N � Np vanishing eigenvalues. Thereby

G�1(sss), and by the same token [1�G(sss)]�1, does not
exist. In the absence of interactions, the above is merely
stating that in the zero temperature limit the occupation
number of single-particle eigenstates is given by 1 or 0.
That G�1(sss) does not exist does not necessarily mean
that GA(sss) is singular. In fact for the half-filled case,

Sn = − 1
n −1

lnTrρ̂A
n
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FIG. 1. Honeycomb lattice and the regions A and B. In the
figure region A has a width of WA = 4.

be taken to be the dimerized Kane-Mele model. Using
the spinor notation ĉ†i =

�
ĉ†iii", ĉ

†
iii#
�

ĤT =
X

iii,jjj

ĉ†iii [tiiijjj + i�iiijjj · �] ĉjjj . (2)

The hopping matrix takes non-vanishing values be-
tween nearest neighbors of the honeycomb lattice,
iii� jjj = ±���1,±���2,±���3 (see Fig. 1), and we have imple-
mented the following dimerization:

tiiijjj =

8
<

:

�t if iii� jjj = ±���2,±���3
�t0 if iii� jjj = ±���1
0 otherwise

. (3)

The intrinsic spin-orbit term is given by

���iiijjj = �

(
(iii�rrr)⇥(rrr�jjj)
|(iii�rrr)⇥(rrr�jjj)| if iii, jjj are n.n.n.

0 otherwise
, (4)

where rrr is the intermediate site involved in the next near-
est neighbor (n.n.n.) hopping process from site iii to jjj.

The PQMC algorithm is based on filtering out the
ground state from a Slater determinant trial wave func-
tion:

| Ti =
NpY

n=1

 
NX

x=1

ĉ†xPxn

!
|0i . (5)

The trial wave function is thus defined by the rectangu-
lar N ⇥Np matrix P with Np the number of particles.
Given this trial wave function, and assuming that it is
non-orthogonal to the ground state, observables can be
obtained from

hÔi0 = lim
⇥!1

h T|e�⇥ĤÔ e�⇥Ĥ | Ti
h T|e�2⇥Ĥ | Ti

, (6)

for large but finite values of the projection parameter ⇥.
To compute the imaginary time propagation one first dis-
cretizes the imaginary time, L⇥�⌧ = 2⇥, and then car-
ries out a Trotter decomposition to isolate the Hubbard

interaction term,

e�2⇥Ĥ =
L⇥Y

⌧=1

e��⌧ĤT /2e��⌧ĤU e��⌧ĤT /2 +O(�⌧2) .

(7)
Hereafter we neglect the systematic and controllable
Trotter error [26]. The key point of the algorithm is to
use a Hubbard-Stratonovitch (HS) transformation to re-
formulate the many-body imaginary time propagator as
a sum of one-body problems by introducing an auxiliary
field. We have adopted the discrete decomposition [27],

e��⌧ U
2 (n̂iii�1)2 = �

X

s=±1

es↵(niii"�niii#) , (8)

with cosh(↵) = e�⌧U/2 and � = 1
2e

��⌧U/2. With this
transformation, the imaginary time propagation reads

e�2⇥Ĥ = �NL⇥
X

sss1···sssL⇥

L⇥Y

⌧=1

eĉ
†A(sss⌧ )ĉe��⌧ ĉ†Tĉ , (9)

with A(sss⌧ )xy = �xy siii⌧ � ↵. Recall that x = (iii�) and that
� takes the value 1 (�1) for the up (down) z-component
of the spin. For a given configuration of Ising variables,
sss ⌘ {sss1 · · ·sssL⇥}, we now have to solve a free Fermion
problem in an external space and time dependent field.
Since under a single body propagator a Slater determi-
nant remains a Slater determinant,

eĉ
†hĉ

NpY

n=1

�
ĉ†P

�
n
|0i =

NpY

n=1

�
ĉ†ehP

�
n
|0i , (10)

and the overlap of two slater determinants defined by P
and P0 is a determinant,

h 0
T| Ti = det

�
P0†P

�
, (11)

we can integrate out the fermions to obtain:

hÔi0 =
X

sss

PssshÔisss . (12)

Here,

Psss =
det (U<

sss U
>
sss )P

sss det (U
<
sss U

>
sss )

, (13)

with

U>
sss =

0

@
L⇥/2Y

⌧=1

eA(sss⌧ )e��⌧T

1

AP ,

U<
sss = P†

0

@
L⇥Y

⌧=L⇥/2

eA(sss⌧ )e��⌧T

1

A .

For a single Ising field configuration sss, Wick’s theorem
holds, such that it su�ces to compute the single particle
Green function,

Gxy(sss) ⌘ hĉ†xĉyisss =
h
U>

sss

�
U<

sss U
>
sss

��1
U<

sss

i

yx
, (14)

ρ̂A = e
− ĤE = TrBρ̂ ≡ ∫ dΦP(Φ)ρ̂A(Φ),

Entanglement	
  Hamiltonian                 T. Grover Phys. Rev. Lett., 111, 130402, (2013).  

 ρ̂A(Φ) =det 1−GA(Φ)[ ]
≡e−α (Φ )! "## $##

e
− ĉ†ln GA

−1(Φ )−1⎡
⎣

⎤
⎦

≡h(Φ )! "## $##

ĉ
with 

Cumulant expansion:  

 
ĤE = tx,yĉx

†

x,y
∑ ĉy + Ux,y,w,z ĉx

†ĉyĉw
† ĉz

x,y,w,z
∑ +!

tx,y = h(Φ)x,y − α (Φ)h(Φ)x,y − α (Φ) h(Φ)x,y⎡⎣ ⎤⎦

Ux,y,w,z =− h(Φ)x,y h(Φ)w,z − h(Φ)x,y h(Φ)w,z⎡⎣ ⎤⎦

h(Φ)x,y = dΦP(Φ)h(Φ)x,y∫Note 
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† ĉi+n,σ + ĉi+n,σ
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ax
†(τ )ay =

Tr e− β−τ( )Hax
†e−τHay⎡⎣ ⎤⎦

Tr e−βH⎡⎣ ⎤⎦
ax
†(τ )ax = dω e−τω

1+ e−βω
A(x,ω )∫à 
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†(τ E )ay E

=
Tr ρ̂A

n−τEax
†ρ̂A

τEay⎡⎣ ⎤⎦
Tr ρ̂A

n⎡⎣ ⎤⎦
ax
†(τ E )ax E

= dω e−τEω

1+ e−nω
AE (x,ω )∫à 

Note: n, 𝜏E  are natural numbers à  restricted to low energy  sector of the entanglement spectrum. 

ρ̂A = e
− ĤE

A(x,ω ) = 1
Z

e−βEn + e−βEm( ) n ax
† m

2
δ ω − Em + En( )

n,m
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FIG. 1. Honeycomb lattice and the regions A and B. In the
figure region A has a width of WA = 4.

be taken to be the dimerized Kane-Mele model. Using
the spinor notation ĉ†i =

�
ĉ†iii", ĉ

†
iii#
�

ĤT =
X

iii,jjj

ĉ†iii [tiiijjj + i�iiijjj · �] ĉjjj . (2)

The hopping matrix takes non-vanishing values be-
tween nearest neighbors of the honeycomb lattice,
iii� jjj = ±���1,±���2,±���3 (see Fig. 1), and we have imple-
mented the following dimerization:

tiiijjj =

8
<

:

�t if iii� jjj = ±���2,±���3
�t0 if iii� jjj = ±���1
0 otherwise

. (3)

The intrinsic spin-orbit term is given by

���iiijjj = �

(
(iii�rrr)⇥(rrr�jjj)
|(iii�rrr)⇥(rrr�jjj)| if iii, jjj are n.n.n.

0 otherwise
, (4)

where rrr is the intermediate site involved in the next near-
est neighbor (n.n.n.) hopping process from site iii to jjj.

The PQMC algorithm is based on filtering out the
ground state from a Slater determinant trial wave func-
tion:

| Ti =
NpY

n=1

 
NX

x=1

ĉ†xPxn

!
|0i . (5)

The trial wave function is thus defined by the rectangu-
lar N ⇥Np matrix P with Np the number of particles.
Given this trial wave function, and assuming that it is
non-orthogonal to the ground state, observables can be
obtained from

hÔi0 = lim
⇥!1

h T|e�⇥ĤÔ e�⇥Ĥ | Ti
h T|e�2⇥Ĥ | Ti

, (6)

for large but finite values of the projection parameter ⇥.
To compute the imaginary time propagation one first dis-
cretizes the imaginary time, L⇥�⌧ = 2⇥, and then car-
ries out a Trotter decomposition to isolate the Hubbard

interaction term,

e�2⇥Ĥ =
L⇥Y

⌧=1

e��⌧ĤT /2e��⌧ĤU e��⌧ĤT /2 +O(�⌧2) .

(7)
Hereafter we neglect the systematic and controllable
Trotter error [26]. The key point of the algorithm is to
use a Hubbard-Stratonovitch (HS) transformation to re-
formulate the many-body imaginary time propagator as
a sum of one-body problems by introducing an auxiliary
field. We have adopted the discrete decomposition [27],

e��⌧ U
2 (n̂iii�1)2 = �

X

s=±1

es↵(niii"�niii#) , (8)

with cosh(↵) = e�⌧U/2 and � = 1
2e

��⌧U/2. With this
transformation, the imaginary time propagation reads

e�2⇥Ĥ = �NL⇥
X

sss1···sssL⇥

L⇥Y

⌧=1

eĉ
†A(sss⌧ )ĉe��⌧ ĉ†Tĉ , (9)

with A(sss⌧ )xy = �xy siii⌧ � ↵. Recall that x = (iii�) and that
� takes the value 1 (�1) for the up (down) z-component
of the spin. For a given configuration of Ising variables,
sss ⌘ {sss1 · · ·sssL⇥}, we now have to solve a free Fermion
problem in an external space and time dependent field.
Since under a single body propagator a Slater determi-
nant remains a Slater determinant,

eĉ
†hĉ

NpY

n=1

�
ĉ†P

�
n
|0i =

NpY

n=1

�
ĉ†ehP

�
n
|0i , (10)

and the overlap of two slater determinants defined by P
and P0 is a determinant,

h 0
T| Ti = det

�
P0†P

�
, (11)

we can integrate out the fermions to obtain:

hÔi0 =
X

sss

PssshÔisss . (12)

Here,

Psss =
det (U<

sss U
>
sss )P

sss det (U
<
sss U

>
sss )

, (13)

with

U>
sss =

0

@
L⇥/2Y

⌧=1

eA(sss⌧ )e��⌧T

1

AP ,

U<
sss = P†

0

@
L⇥Y

⌧=L⇥/2

eA(sss⌧ )e��⌧T

1

A .

For a single Ising field configuration sss, Wick’s theorem
holds, such that it su�ces to compute the single particle
Green function,

Gxy(sss) ⌘ hĉ†xĉyisss =
h
U>

sss

�
U<

sss U
>
sss

��1
U<

sss

i

yx
, (14)

Example: Single particle entanglement spectral function for dimerized Kane-Mele Hubbard model. 
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FIG. 1. Honeycomb lattice and the regions A and B. In the
figure region A has a width of WA = 4.

be taken to be the dimerized Kane-Mele model. Using
the spinor notation ĉ†i =

�
ĉ†iii", ĉ

†
iii#
�

ĤT =
X

iii,jjj

ĉ†iii [tiiijjj + i�iiijjj · �] ĉjjj . (2)

The hopping matrix takes non-vanishing values be-
tween nearest neighbors of the honeycomb lattice,
iii� jjj = ±���1,±���2,±���3 (see Fig. 1), and we have imple-
mented the following dimerization:

tiiijjj =

8
<

:

�t if iii� jjj = ±���2,±���3
�t0 if iii� jjj = ±���1
0 otherwise

. (3)

The intrinsic spin-orbit term is given by

���iiijjj = �

(
(iii�rrr)⇥(rrr�jjj)
|(iii�rrr)⇥(rrr�jjj)| if iii, jjj are n.n.n.

0 otherwise
, (4)

where rrr is the intermediate site involved in the next near-
est neighbor (n.n.n.) hopping process from site iii to jjj.

The PQMC algorithm is based on filtering out the
ground state from a Slater determinant trial wave func-
tion:

| Ti =
NpY

n=1

 
NX

x=1

ĉ†xPxn

!
|0i . (5)

The trial wave function is thus defined by the rectangu-
lar N ⇥Np matrix P with Np the number of particles.
Given this trial wave function, and assuming that it is
non-orthogonal to the ground state, observables can be
obtained from

hÔi0 = lim
⇥!1

h T|e�⇥ĤÔ e�⇥Ĥ | Ti
h T|e�2⇥Ĥ | Ti

, (6)

for large but finite values of the projection parameter ⇥.
To compute the imaginary time propagation one first dis-
cretizes the imaginary time, L⇥�⌧ = 2⇥, and then car-
ries out a Trotter decomposition to isolate the Hubbard

interaction term,

e�2⇥Ĥ =
L⇥Y

⌧=1

e��⌧ĤT /2e��⌧ĤU e��⌧ĤT /2 +O(�⌧2) .

(7)
Hereafter we neglect the systematic and controllable
Trotter error [26]. The key point of the algorithm is to
use a Hubbard-Stratonovitch (HS) transformation to re-
formulate the many-body imaginary time propagator as
a sum of one-body problems by introducing an auxiliary
field. We have adopted the discrete decomposition [27],

e��⌧ U
2 (n̂iii�1)2 = �

X

s=±1

es↵(niii"�niii#) , (8)

with cosh(↵) = e�⌧U/2 and � = 1
2e

��⌧U/2. With this
transformation, the imaginary time propagation reads

e�2⇥Ĥ = �NL⇥
X

sss1···sssL⇥

L⇥Y

⌧=1

eĉ
†A(sss⌧ )ĉe��⌧ ĉ†Tĉ , (9)

with A(sss⌧ )xy = �xy siii⌧ � ↵. Recall that x = (iii�) and that
� takes the value 1 (�1) for the up (down) z-component
of the spin. For a given configuration of Ising variables,
sss ⌘ {sss1 · · ·sssL⇥}, we now have to solve a free Fermion
problem in an external space and time dependent field.
Since under a single body propagator a Slater determi-
nant remains a Slater determinant,

eĉ
†hĉ

NpY

n=1

�
ĉ†P

�
n
|0i =

NpY

n=1

�
ĉ†ehP

�
n
|0i , (10)

and the overlap of two slater determinants defined by P
and P0 is a determinant,

h 0
T| Ti = det

�
P0†P

�
, (11)

we can integrate out the fermions to obtain:

hÔi0 =
X

sss

PssshÔisss . (12)

Here,

Psss =
det (U<

sss U
>
sss )P

sss det (U
<
sss U

>
sss )

, (13)

with

U>
sss =

0

@
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⌧=1

eA(sss⌧ )e��⌧T

1

AP ,

U<
sss = P†

0

@
L⇥Y

⌧=L⇥/2

eA(sss⌧ )e��⌧T

1

A .

For a single Ising field configuration sss, Wick’s theorem
holds, such that it su�ces to compute the single particle
Green function,

Gxy(sss) ⌘ hĉ†xĉyisss =
h
U>

sss

�
U<

sss U
>
sss

��1
U<

sss

i

yx
, (14)

Example: Single particle entanglement spectral function for dimerized Kane-Mele Hubbard model. 
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à  Fluctuations!    e.g n=2  
 

 Trρ̂A
2 = ∫ dΦ1dΦ2 P(Φ1)P(Φ2 )
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TrA ρ̂A(Φ

1) ρ̂A(Φ
2 )⎡⎣ ⎤⎦
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ΔTr ρ̂A(Φ
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Limitations of the Gaussian (or weak coupling) approach.    

ρ̂A = ∫ dΦP(Φ)ρ̂A(Φ)

à  Entanglement  Hamiltonian  with cumulant expansion   þ	
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†(τ E )ay E
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†ρ̂A

τEay⎡⎣ ⎤⎦
TrA ρ̂A

n⎡⎣ ⎤⎦
à  Entanglement spectrum  
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Ĥ(⌧) =
nX

r=1

⇥ [⌧ � (r � 1)�]⇥ [r� � ⌧ ] Ĥ(r).
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0 < τ < nβ

Hamiltonian in Hilbert space  HA ⌦H(r)
B

M. B. Hastings, I. Gonzalez, A. B. Kallin, and R. G. Melko,  Phys. Rev. Lett, 157201, (2010). 
P. Broecker and S. Trebst.  JSTAT, P08015, (2014). 

TrH
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h
Û(n�, ⌧E�)Ô†Û(⌧E�, 0)Ô

i

TrH
tot

h
Û(n�, 0)
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TrH

A

h
e�(n�⌧

E

)Ĥ
E Ô†e�⌧

E

Ĥ
E Ô

i

TrH
A

h
e�nĤ

E

i

à One can study equal time and dynamical properties of the entanglement Hamiltonian 
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† ĉi,σ( ) + Vi,i+n

i,n
∑ n̂i n̂i+n +

−Ji,i+n
4

i,n
∑ Di,i+n

† Di,i+n + Di,i+nDi,i+n
†( ) +!

Cumulant expansion 

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

-2 -1.5 -1 -0.5  0  0.5  1  1.5  2

N
E
(r

,ω
 )

ω

L=38, LA=19, βt=12, n = 8 

r=0

Single particle density of states of the entanglement  
Hamiltonian @ r=0. à  Gap @ r > 0  grows.  
à Insulating state.  

−ti,i+n

Vi,i+n



One-dimensional Hubbard chain @ U/t=3, <n>=1	
  

 
HE = −ti,i+n

i,n,σ
∑ ĉi,σ
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FIG. 1. Honeycomb lattice and the regions A and B. In the
figure region A has a width of WA = 4.

be taken to be the dimerized Kane-Mele model. Using
the spinor notation ĉ†i =

�
ĉ†iii", ĉ

†
iii#
�

ĤT =
X

iii,jjj

ĉ†iii [tiiijjj + i�iiijjj · �] ĉjjj . (2)

The hopping matrix takes non-vanishing values be-
tween nearest neighbors of the honeycomb lattice,
iii� jjj = ±���1,±���2,±���3 (see Fig. 1), and we have imple-
mented the following dimerization:

tiiijjj =

8
<

:

�t if iii� jjj = ±���2,±���3
�t0 if iii� jjj = ±���1
0 otherwise

. (3)

The intrinsic spin-orbit term is given by

���iiijjj = �

(
(iii�rrr)⇥(rrr�jjj)
|(iii�rrr)⇥(rrr�jjj)| if iii, jjj are n.n.n.

0 otherwise
, (4)

where rrr is the intermediate site involved in the next near-
est neighbor (n.n.n.) hopping process from site iii to jjj.

The PQMC algorithm is based on filtering out the
ground state from a Slater determinant trial wave func-
tion:

| Ti =
NpY

n=1

 
NX

x=1

ĉ†xPxn

!
|0i . (5)

The trial wave function is thus defined by the rectangu-
lar N ⇥Np matrix P with Np the number of particles.
Given this trial wave function, and assuming that it is
non-orthogonal to the ground state, observables can be
obtained from

hÔi0 = lim
⇥!1

h T|e�⇥ĤÔ e�⇥Ĥ | Ti
h T|e�2⇥Ĥ | Ti

, (6)

for large but finite values of the projection parameter ⇥.
To compute the imaginary time propagation one first dis-
cretizes the imaginary time, L⇥�⌧ = 2⇥, and then car-
ries out a Trotter decomposition to isolate the Hubbard

interaction term,

e�2⇥Ĥ =
L⇥Y

⌧=1

e��⌧ĤT /2e��⌧ĤU e��⌧ĤT /2 +O(�⌧2) .

(7)
Hereafter we neglect the systematic and controllable
Trotter error [26]. The key point of the algorithm is to
use a Hubbard-Stratonovitch (HS) transformation to re-
formulate the many-body imaginary time propagator as
a sum of one-body problems by introducing an auxiliary
field. We have adopted the discrete decomposition [27],

e��⌧ U
2 (n̂iii�1)2 = �

X

s=±1

es↵(niii"�niii#) , (8)

with cosh(↵) = e�⌧U/2 and � = 1
2e

��⌧U/2. With this
transformation, the imaginary time propagation reads

e�2⇥Ĥ = �NL⇥
X

sss1···sssL⇥

L⇥Y

⌧=1

eĉ
†A(sss⌧ )ĉe��⌧ ĉ†Tĉ , (9)

with A(sss⌧ )xy = �xy siii⌧ � ↵. Recall that x = (iii�) and that
� takes the value 1 (�1) for the up (down) z-component
of the spin. For a given configuration of Ising variables,
sss ⌘ {sss1 · · ·sssL⇥}, we now have to solve a free Fermion
problem in an external space and time dependent field.
Since under a single body propagator a Slater determi-
nant remains a Slater determinant,

eĉ
†hĉ

NpY

n=1

�
ĉ†P

�
n
|0i =

NpY

n=1

�
ĉ†ehP

�
n
|0i , (10)

and the overlap of two slater determinants defined by P
and P0 is a determinant,

h 0
T| Ti = det

�
P0†P

�
, (11)

we can integrate out the fermions to obtain:

hÔi0 =
X

sss

PssshÔisss . (12)

Here,

Psss =
det (U<

sss U
>
sss )P

sss det (U
<
sss U

>
sss )

, (13)

with

U>
sss =

0

@
L⇥/2Y

⌧=1

eA(sss⌧ )e��⌧T

1

AP ,

U<
sss = P†

0

@
L⇥Y

⌧=L⇥/2

eA(sss⌧ )e��⌧T

1

A .

For a single Ising field configuration sss, Wick’s theorem
holds, such that it su�ces to compute the single particle
Green function,

Gxy(sss) ⌘ hĉ†xĉyisss =
h
U>

sss

�
U<

sss U
>
sss

��1
U<

sss

i

yx
, (14)

Single-particle spectrum of the entanglement Hamiltonian	
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Wick  rotation (Stochastic MaxEnt) to produce spectral function  
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Summary 

Part I    Weak coupling methods.  Direct calculation of entanglement Hamiltonian (cumulant expansion) 

Part II     Method to compute  entanglement spectrum of  strongly correlated fermion systems with QMC. 
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