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Motivation
• A lot has recently been conjectured about de Sitter space and 

inflation in quantum gravity [more in KITP “Swampland” program].

• Can quantum information ideas put a bound on the lifetime of de 
Sitter space and inflation? 

• Black holes are often considered the harmonic oscillator of 
quantum gravity. They are fast scramblers [Sekino, Susskind].

• The similarity between a BH horizon & the cosmological horizon 
has led [Susskind] to conjecture that dS is also a fast scrambler. 
We found interesting similarities & differences [Aalsma, GS].

• Recent studies of quantum chaos for BHs have offered a window 
into their microscopic description. We computed out-of-time-order 
correlators (OTOCs) to assess the chaotic nature of dS horizon 
and explore consequences for dS complementarity & inflation.



Quantum Chaos
• The exponential blueshift in energy between an asymptotic and a free-

falling observer is key in making black holes chaotic.

• A probe of chaos in quantum systems is the double commutator: 

V and W are Hermitian, unitary operators; F(t) is the out-of-time-order 
correlator (OTOC). Chaotic behavior manifests in an exponential 
growth of C(t) or equivalently, an exponential decay of F(t).
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β = inverse temperature of BH
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1 Introduction

Over the last years, it has been realized that quantum chaos plays an important role in the

physics of black holes. The key property that makes black holes chaotic is the large blueshift

between an asymptotic and a freely falling observer. Any perturbation with a small energy

E
0

experiences a boost in energy given by E = E
0

e
2⇡
� t, where t is the Killing time used by an

asymptotic observer and � is the inverse temperature of the black hole. One probe of chaos

in quantum systems that already has been known for a long time is the double commutator

of two generic operators V,W [?]

C(t) = h�[V (0)W (t)]2i , (1.1)

which measures the sensitivity of the operators W and V with respect to each other. For

Hermitian and unitary operators V and W , we can write

C(t) = h�[V (0),W (t)]2i = 2� 2 hV (0)W (t)V (0)W (t)i ⌘ 2� 2F (t) , (1.2)
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Quantum Chaos for Black Holes
• In some thermal systems with a large # of dof N, e.g., holographic 

CFTs dual to black holes [Shenker,Stanford];[Roberts,Stanford];
[Maldacena,Shenker,Stanford]:

• The timescale when F(t) drops by an order 1 amount is known as 
the scrambling time:

• The (quantum) Lyapunov exponent 𝜆L determines how fast chaos 
can grow and it has been argued to obey a universal bound:

• Black holes saturate this bound; they are fast scramblers [Susskind].

where

F (t) = hV (0)W (t)V (0)W (t)i , (1.3)

is referred to as the out-of-time-order correlator (OTOC). Chaotic behaviour shows itself in

an exponential growth of the double commutator C(t) or, equivalently, an exponential decay

of the OTOC F (t). In some thermal systems with a large number of degrees of freedom N ,

such as holographic CFTs dual to black holes, F (t) behaves as [?,?,?,?]

F (t) = 1� f
0

N
e�Lt +O(N�2) ,

�
�/2⇡ ⌧ t ⌧ ��1

L

log(N)
�
, (1.4)

such that C(t) ⇠ N�1e�Lt. Here f
0

is a positive order one constant. The timescale when

F (t) is a↵ected by an order one amount is known as the scrambling time t⇤ = ��1

L

log(N) and

�
L

as the (quantum) Lyapunov exponent. The size of the Lyapunov exponent determines

how fast chaos can grow and it has been argued that it obeys the universal bound [?]:

�
L

 2⇡/�. Famously, black holes saturate this bound making them among the fastest

scrambling systems in nature [?]. Any perturbation to a black hole ‘scrambles’ as fast as

possible over the horizon, making it indistinguishable from its thermal atmosphere.

Because these developments have o↵ered a window into the microscopic description of

black holes, one might hope to similarly apply some of these tools to cosmological spacetimes.

In fact, a black hole horizon shares similarities with the cosmological horizon of the static

patch of de Sitter space. For instance, there is a large blueshift between an observer sitting

at center of the static patch and one that is freely falling through the horizon of the first

observer. Just as for black hole spacetimes, when a perturbation is released a scrambling time

(t⇤ � �

2⇡

log(S)) to the past of the t = 0 slice or earlier than that, the boosted perturbation

creates a high-energy shockwave. This observation has led Susskind to argue that de Sitter

space is also a fast scrambler [?]. From this perspective, it seems natural that de Sitter space

should also be maximally chaotic, i.e. it should saturate the chaos bound.

However, there are also important di↵erences. In this context, one of the most important

di↵erences is the fact that shockwaves generated by matter that obeys the null energy condi-

tion (NEC) have di↵erent properties in de Sitter space than in Minkowski or Anti-de Sitter

space. Whereas geodesics crossing a positive-energy shockwave experience a gravitational

time delay in Minkowski and Anti-de Sitter space, they exhibit a time advance in de Sitter

space [?]. In this sense, a perturbation to de Sitter space that obeys the NEC enjoys similar

properties as a traversable wormholes in Anti-de Sitter space [?,?], because it now becomes

possible to send signals from otherwise causally disconnected regions.

Another di↵erence of de Sitter space as compared with black holes in Anti-de Sitter space

is the absence of a spatially asymptotic and non-gravitating boundary theory from which

we can probe the static patch. The only boundaries in de Sitter space are timelike and have
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Quantum Chaos for de Sitter Space
• There is similarly a blueshift in energy between an observer at the 

center of the static patch and a free-falling one through its horizon.
• Like in the BH case, a perturbation released a scrambling time 

before the t=0 slice is highly boosted, creating a shockwave.
• This led [Susskind] to conjecture that dS is also a fast scrambler. 

But as we’ll see, there are at least two interesting differences:
• Geodesics crossing a positive-energy shockwave (generated by 

matter satisfying NEC) experience a gravitational time advance 
[Gao, Wald] rather than a time delay.

α

tw

BobAlice
Possible to send signals from otherwise 

causally disconnected regions



Quantum Chaos for de Sitter Space
• Another difference is the absence of a spatially asymptotic and 

non-gravitating boundary theory to probe the static patch.

• Nonetheless, we can study chaos by restricting to a single static 
observer. We calculated various OTOCs with operators inserted at 
the origin of different static patches to establish the chaotic 
behavior of dS & show that 𝜆L saturates the chaos bound.

• We found that the OTOC does not decay in the same way as that 
for BHs but behaves as [Aalsma, GS]:

• We then comment on the implications to de Sitter complementarity 
and the constraints on de Sitter and inflation.

access to a larger region than just a single static patch. Therefore, in other to study chaos

we restrict ourselves to a single static observer, which spontaneously breaks the isometry

group of d-dimensional de Sitter space from SO(d, 1) ! SO(d � 1) ⇥ R. This perspective

has previously been taken in [?, ?] to study a putative holographic dual of the de Sitter

static patch .

The main aim of this paper is to compute OTOCs in the static patch of de Sitter space

to study chaos. In order to do so, we find it convenient to work in 2 + 1 dimensions, where

the dynamics is non-trivial, but tractable. This allows us to calculate various OTOCs with

operators inserted at the origin of di↵erent static patches and establish that a particular

OTOC exhibits Lyapunov behaviour: it decays with a Lyapunov exponent that saturates

the chaos bound. Interestingly, we find that the OTOC does not decay precisely as in (1.4),

but behaves as a semi-classical chaotic system with F (t) ⇠ 1�N�2e2�Lt. This seems to be

an important distinction between chaos in black holes and de Sitter space.

This article is organized as follows. Put layout here.

2 Basics of de Sitter space

2.1 Coordinate systems

De Sitter space in d dimensions can be described as a hyperboloid embedded into d + 1

dimensional Minkowski space using embedding coordinates XA=0,d:

⌘
AB

XAXB = `2 . (2.1)

Here ` is the de Sitter length and ⌘
AB

is the Minkowski metric. A useful coordinate system

in which time translation invariance is manifest are the so-called static coordinates.

X0 =
p
`2 � r2 sinh(t/`) , (2.2)

Xd =
p
`2 � r2 cosh(t/`) ,

X i = ryi .

Here yi=1,d�1 are coordinates on the unit d� 2 sphere. The metric in this coordinate system

is given by

ds2 = � �
1� r2/`2

�
dt2 +

�
1� r2/`2

��1

dr2 + r2d⌦2

d�2

. (2.3)

This metric only covers a quarter of the global de Sitter Penrose diagram known as the static

patch, surrounded by a horizon at r = `. It will be convenient to complexify the static time

coordinate by writing t
x

= t + i✏
x

. We can then cover any of the four static patches of the
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de Sitter Space
• We carried out our analysis for de Sitter space, but it is 

straightforward to generalize our results to inflationary spacetimes.
• dSd can be described as a hyperboloid embedded into d+1 

dimensional Minkowski space using embedding coordinates:

• In static coordinates, time translational symmetry is manifest:

where

• This metric only covers 1/4 of the global dS Penrose diagram, 
known as the static patch, surrounded by the horizon at r=𝑙.
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de Sitter Space
• By complexifying the time coordinates tx = t + i εx, we can cover 

the 4 static patches of global dS space:

v = 0

u = 0

L R

T

B
uv = ℓ2

uv = ℓ2

uv
=

−
ℓ2

uv
=

−
ℓ2

∂t∂t

∂t

∂t

Penrose diagram, which we refer to as the right (R), left (L), top (T ), and bottom (B) patch

by considering di↵erent imaginary parts as follows.

✏
R

= 0 , ✏
L

= �⇡` , ✏
T

= �⇡

2
` , ✏

B

=
⇡

2
` . (2.4)

The Penrose diagram is displayed in figure 1. Another metric that we will use that provides

Figure 1: Penrose diagram of de Sitter space. By complexifying the static coordinate, we can
cover each of the four static patches. The flow of the timelike Killing vector @

t

is indicated
with arrows in each patch.

a global cover of de Sitter space is given by the coordinates

X0 =
`2(u+ v)

`2 � uv
, (2.5)

Xd =
`2(u� v)

`2 � uv
,

X i =
`2 + uv

`2 � uv
`yi .

The metric in this coordinate system is given by

ds2 =
4`4

(`2 � uv)2
(�dudv) + `2

(`2 + uv)2

(`2 � uv)2
d⌦2

d�2

. (2.6)

In this coordinate system, the past horizon is given by v = 0 and the future horizon by

u = 0. The north and south pole are given by uv = �`2 and timelike infinity by uv = `2.

2.2 Wightman function

We can define a particular vacuum state |⌦i by considering the Wightman function W (x, y).

It is given by the two-point function of scalar fields.

W (x, y) ⌘ h⌦|'(x)'(y) |⌦i . (2.7)

Here ' is a massive scalar field described by the action

S = �1

2

Z
ddx

p�g
�
@
µ

'@µ'+m2'2 + ⇠R'2

�
, (2.8)

with ⇠ a non-minimal coupling. For states that preserve all de Sitter isometries, the Wight-

man function can only depend on the de Sitter invariant distance

Z(x, y) =
1

`2
⌘
AB

XA(x)XB(y) . (2.9)
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with m̃2 = m2 + ⇠R. It is important to notice that the parameters h± are only purely real

for masses m̃2`2  (d�1)2/4. The distinction between the real and imaginary regimes of h±

can be made in terms of representations of the isometry group of de Sitter space, SO(d, 1).

The range of masses 0 < m̃2`2 < (d�1)
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corresponds to the principal series representation

and m̃2`2 � (d�1)
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to the complementary series representation [?,?].

The Wightman function (2.10) is analytic everywhere in the complex Z plane except at

a branch cut along the line Z � 1. For timelike separated points Z > 1 we therefore need

to regularize the Wightman function and the correct i✏ prescription is to send Z(x, y) !
Z(x, y) + i✏ sgn(x, y) [?].1 We define sgn(x, y) to be +1 when x is to the future of y and

�1 when x is in the past of y. Thus, the properly regularized Wightman function in the
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2.3 Shockwaves

Let us now focus on the R patch. The relation between static and global coordinates is given

by

u = �`e�t/`

r
`� r

`+ r
, v = `et/`

r
`� r

`+ r
. (2.13)

We then see that a time translation t ! t+ c corresponds to a boost in Kruskal coordinates.

u ! e�c/`u , v ! ec/`v . (2.14)

This shows that a particle released from the origin of the static patch a time t to the past

of the t = 0 slice will be highly blueshifted when it crosses the t = 0 slice. It is therefore

appropriate to describe such a particle as a shockwave geometry.

We will focus on 2+1 dimensions, but higher-dimensional de Sitter shockwave geometries

have also been constructed, see for example [?,?,?]. For shockwaves travelling at the past

1The sign di↵erence of our prescription with respect to [?] comes from the di↵erent choice of metric

signature.
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Wightman Function
• The distinction between the real and imaginary regimes of h±:

• W(x,y) is analytic everywhere in the complex Z plane except at a 
branch cut along the line Z ≥ 1, the correct iε prescription:

where sgn (x,y) = +1 if x is in the future of y and sgn (x,y) = -1 if x is 
in the past of y [See e.g., Einhorn, Larsen, ‘03]
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Shockwaves
• Consider the R patch: the relation between static & global coords.:

• Time translation t → t + c corresponds to a boost in Kruskal coords

• A particle released from the origin of the static patch in the past is highly 
blueshifted when it crosses the t=0 slice: shockwave geometry.

• A shockwave traveling at the past horizon v=0 is given by the metric:

• We focus on 2+1 dim though it is easy to generalize our results to higher-
dim. dS shockwave geometries which are known [Hotta, Tanaka];[Sfetos].
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with m̃2 = m2 + ⇠R. It is important to notice that the parameters h± are only purely real
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2.3 Shockwaves

Let us now focus on the R patch. The relation between static and global coordinates is given

by
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We then see that a time translation t ! t+ c corresponds to a boost in Kruskal coordinates.

u ! e�c/`u , v ! ec/`v . (2.14)

This shows that a particle released from the origin of the static patch a time t to the past

of the t = 0 slice will be highly blueshifted when it crosses the t = 0 slice. It is therefore

appropriate to describe such a particle as a shockwave geometry.
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horizon v = 0, the metric is given by (see appendix A)

ds2 =
4`4

(`2 � uv)2
(�dudv)� 4↵�(v)dv2 + `2
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`2 + uv

`2 � uv

◆
2

d�2 . (2.15)

Here � = �+ 2⇡ and we ignored the spread of the shockwave in the transverse direction for

now. Geodesics crossing the past horizon v = 0 in this metric experience a time advance by

an amount ↵. This is a solution to Einstein’s equations with a stress tensor given by

T
vv

=
↵

4⇡G
N

`2
�(v) . (2.16)

The null energy condition enforces ↵ > 0. If this shockwave is generated by a particle which

in its restframe has a thermal energy given by E
0

= � = (2⇡`)�1 the parameter ↵ is related

to the blueshifted energy by (see appendix A)

↵ =
G

N

2
etw/` . (2.17)

Here t
w

= �t is the time the particle is released to the past of the t = 0 slice. The Penrose

diagram of this geometry is given by figure 2. It will sometimes be convenient to also

Figures/Penrose-shockwave.pdf

Figure 2: Penrose diagram of the shockwave geometry (2.18) created by a high-energy par-
ticle that travels along the past horizon v = 0 (the blue line). There is a discontinuity in the
coordinate ũ by an amount ↵ which brings the left and right static patch into causal contact
with each other.

consider the metric in a slightly di↵erent form by performing the coordinate transformation

u = ũ� ↵✓(v). We then find

ds2 =
4`4

(`2 � (ũ� ↵✓(v))v)2
(�dũdv) + `2

✓
`2 + (ũ� ↵✓(v))v

`2 � (ũ� ↵✓(v))v

◆
2

d�2 , (2.18)

Here ✓(v) is the Heaviside theta function. In this metric, there is a discontinuity in the ũ

coordinate at v = 0 by an amount ↵. Shockwaves with positive null energy can therefore

bring opposite poles of de Sitter space into causal contact with each other [?,?].

3 Out-of-time-order correlators

In this section, we compute OTOCs in a de Sitter background to study the chaotic nature

of the de Sitter horizon.

6



Shockwaves
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`2 + (ũ� ↵✓(v))v
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`2 + (ũ� ↵✓(v))v
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coordinate at v = 0 by an amount ↵. Shockwaves with positive null energy can therefore

bring opposite poles of de Sitter space into causal contact with each other [?,?].

3 Out-of-time-order correlators

In this section, we compute OTOCs in a de Sitter background to study the chaotic nature

of the de Sitter horizon.

6

horizon v = 0, the metric is given by (see appendix A)

ds2 =
4`4

(`2 � uv)2
(�dudv)� 4↵�(v)dv2 + `2

✓
`2 + uv

`2 � uv

◆
2

d�2 . (2.15)

Here � = �+ 2⇡ and we ignored the spread of the shockwave in the transverse direction for

now. Geodesics crossing the past horizon v = 0 in this metric experience a time advance by

an amount ↵. This is a solution to Einstein’s equations with a stress tensor given by

T
vv

=
↵

4⇡G
N

`2
�(v) . (2.16)

The null energy condition enforces ↵ > 0. If this shockwave is generated by a particle which

in its restframe has a thermal energy given by E
0

= � = (2⇡`)�1 the parameter ↵ is related

to the blueshifted energy by (see appendix A)

↵ =
G

N

2
etw/` . (2.17)

Here t
w

= �t is the time the particle is released to the past of the t = 0 slice. The Penrose

diagram of this geometry is given by figure 2.

t = �t
w

(2.18)

Figures/Penrose-shockwave.pdf

Figure 2: Penrose diagram of the shockwave geometry (2.18) created by a high-energy par-
ticle that travels along the past horizon v = 0 (the blue line). There is a discontinuity in the
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It will sometimes be convenient to also consider the metric in a slightly di↵erent form by
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Here ✓(v) is the Heaviside theta function. In this metric, there is a discontinuity in the ũ

coordinate at v = 0 by an amount ↵. Shockwaves with positive null energy can therefore

bring opposite poles of de Sitter space into causal contact with each other [?,?].

3 Out-of-time-order correlators

In this section, we compute OTOCs in a de Sitter background to study the chaotic nature

of the de Sitter horizon.
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Here ✓(v) is the Heaviside theta function. In this metric, there is a discontinuity in the ũ

coordinate at v = 0 by an amount ↵. Shockwaves with positive null energy can therefore

bring opposite poles of de Sitter space into causal contact with each other [?,?].
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In this section, we compute OTOCs in a de Sitter background to study the chaotic nature

of the de Sitter horizon.
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Shockwaves
• A positive energy shockwave generates a discontinuity in the metric by an 

amount 𝛼 that brings the L and R patch into causal contact.

• The shockwave is generated by an operator W(t) with t < 0. For inflation 
applications, we can think of it as the flux of inflaton energy exiting the horizon.

v = 0

u = 0

L R

T

B
uv = ℓ2
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−
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uv
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−
ℓ2
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OTOC in the Geodesic Approximation
• We computed the OTOC that was previously studied in the context 

of black holes [Shenker, Stanford]:

• WR and VL,R are operators inserted at the origin of a static patch 
indicated by the subscript; we can also view this as a purely right-
sided correlator by evaluating VL (0) = VR (-i𝝅𝑙).

• We first evaluate this OTOC in the geodesic approximation, valid 
when V corresponds to inserting a massive field with m𝑙 >> 1.

• F(t) is the 2-point function in the shockwave background, given by 
the sum of geodesics with the location of V at the endpoints:

3.1 Geodesic approximation

First, we will calculate the following OTOC correlation function that was originally consid-

ered in the context of black holes by Stanford and Shenker [?].

F (t) = hW
R

(t)V
L

(0)V
R

(0)W
R

(t)i , (3.1)

We will evaluate this correlation function in the Bunch-Davies state. The operators W
R

and

V
L,R

correspond to massive scalar fields inserted at the origin of a static patch indicated

by the subscript. Alternatively, we can see it as a purely right-sided correlator where we

evaluate the operator with subscript L at time �i⇡` to move it to the left side. Notice

that this particular ordering is only equal to hV
L

(0)W
R

(t)V
R

(0)W
R

(t)i when V
L

and W
R

are

spacelike separated. To calculate this correlation function, we will make use of a geodesic

approximation. We can view F (t) as a two-point function in the shockwave background which

is given by a path integral over all possible paths connecting the two operators. For earlier

work exploiting the geodesic approximation in the context of AdS/CFT, see [?,?,?,?,?,?].

In the limit of large mass m` � 1 of the V operators, the path integral is solved by a saddle

point approximation in which the two point function localizes to a sum over geodesics with

the location of the operators as the end points:

F (t) '
X

geodesics

e�mD . (3.2)

D is the (renormalized) geodesic distance, which in a de Sitter background is given by

cos

✓
D(x, y)

`

◆
= Z(x, y) . (3.3)

We should proceed with some caution, because (3.2) is only unambiguous for operators in a

geometry with a real analytic continuation. In that case, the geodesic distance can straight-

forwardly be computed in Euclidean signature and the Lorentzian correlator is obtained by

analytical continuation. However, we are in a situation where this condition is not true since

the shockwave induces some non-analyticity in the metric. Nonetheless, seeing the shock-

wave as a small perturbation to the background geometry we expect that (3.2) still gives the

dominant contribution, just as in [?]. A more careful treatment would be to introduce an

auxiliary spacetime that has a real analytical continuation and a limit in which it reduces to

the Lorentzian shockwave geometry, such as was done in [?].

Putting this subtlety aside for now, we will proceed to calculate the geodesic distance

between the V
L

operators in two parts. Using the embedding coordinates (2.5), we first

calculate the distance D
1

between V
L

(0) and the shockwave at v = 0. Then, we add to it
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(0) and the shockwave at v = 0. Then, we add to it
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OTOC in the Geodesic Approximation
• Caution: F(t) is only defined for geometries with a real analytic 

continuation. Shockwaves introduce non-analyticities in the metric. 
• Adding the geodesic distances D1 and D2:

• In the geodesic approximation, the OTOC behaves as:
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✓
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✓
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Extremizing over u, we find that u = ↵/2, which leads to
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This results in a correlation function given by
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2`) . (3.7)

Expanding for ↵ ⌧ 2`, normalizing, and writing the result as a function of t
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✓
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✓
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We recognize this as the scrambling time t
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⌧ t⇤ = ` log(S) up to a constant that is

subdominant when S � 1. Here S = ⇡`/2G
N

is the de Sitter entropy. Notice that unlike

the OTOC in black hole backgrounds, (3.8) does not decay, but it grows exponentially. This

is not unexpected, since we know that the e↵ect of a positive energy shockwave is to causally

connect the L and R patches. This can be seen from the geodesic distance. The operators

V
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and V
R

are only spacelike separated when ↵ < 2`, become null separated at ↵ = 2`, and

timelike when ↵ > 2`. For timelike seperation (↵ > 2`), the correlation function picks up an

imaginary part and starts to oscillate.
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◆
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We show that behaviour of the complete OTOC in figure 3. So clearly, the particular OTOC

(3.1) which displayed chaotic behaviour (exponential decay) in a black hole background does

not do so in de Sitter space. As we just mentioned, this should not come as a complete

surprise due to the di↵erent nature of positive energy shockwaves in de Sitter space. The
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OTOC in the Geodesic Approximation
• The expansion is valid for:
• We recognize the upper bound as the scrambling time:

• The OTOC does not decay but grows exponentially: A positive 
shockwave causally connects the L and R patches and so VL and 
VR are only spacelike when 𝛼 < 2𝑙.
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surprise due to the di↵erent nature of positive energy shockwaves in de Sitter space. The
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Beyond the Geodesic Approximation
• This OTOC does not display chaotic behavior; not a surprise as 

positive energy shockwaves in dS make VL & VR more correlated.
• The oscillatory behavior of F(t) follows from that of the Wightman 

function which oscillates for massive fields in the principal series 
reps. (in the geodesic approximation, m𝑙 >> 1).

• For light fields (complementary series reps.), the Wightman function 
doesn’t oscillate. We expect qualitative different behavior of the OTOC.

• We computed the OTOC beyond the geodesic approximation, 
focussing on conformally coupled scalars (for analytic expressions, and 
also to illustrate the non-oscillatory behavior):

• The OTOC displays chaotic behavior; the oscillations are absent and 
the imaginary part of OTOC has a nice interpretation in terms of info 
exchange between different static patches. 

Figure 3: The OTOC F (t
w

) calculated using the geodesic approximation which is valid for
m̃2`2 � 1. It develops oscillations after the scrambling time t > t⇤ = ` log(S).

oscillating behaviour after the scrambling also seems to be explained by this, because already

the Wightman function in a pure de Sitter background oscillates for masses m̃` � 1, which

is the regime where the geodesic approximation is valid. Such heavy fields correspond to the

principal series representation of SO(3, 1). In contrast, the Wightman function for light fields

m̃` < 1 that fall into the complementary series representation does not exhibit oscillations

and we expect qualitatively di↵erent behaviour of the OTOC in that case. In the next

section, we will study the OTOC in more detail by going beyond the geodesic approximation

and focussing on conformally coupled scalar fields m̃2`2 = 3/4. As we will see then, the

oscillations present in the OTOC for heavy fields are indeed absent and the fact that the

OTOC picks up an imaginary part has a nice interpretation in terms of information being

exchanged between the left and right static patch. Moreover, we find that another OTOC

does display Lyapunov behaviour.

3.2 Beyond the geodesic approximation

Another way of computing the OTOC was put forward by Shenker and Stanford in [?].

We skip the full derivation here and simply highlight the main ingredients going into the

derivation. We do so for completeness, so that we can later compare this with our results

of the OTOC for de Sitter space. In [?], the four-point function was viewed as the overlap

between an ‘in’ state and ‘out’ state created by perturbing the thermofield double state

defined by the operators V,W . These states are then given by

| i = W †(t
2

)V †(t
1

) |TFDi , | 0i = V (t
3

)V (t
4

) |TFDi . (3.11)

For large time separation |t
2

�t
1

| there is a large relative boost between the energies of the W

and V particles. This implies that in an appropriate frame the W particle can be viewed as

a shockwave travelling close to the horizon and computing the overlap between | i and | 0i
becomes a high-energy scattering problem. We can now represent the ‘in’ and ‘out’ states

as Klein-Gordon wave functions which are represented in terms of longitudinal momentum

and transverse separation. In an elastic Eikonal approximation, the full overlap is simply

given by the overlap of the wave functions weighted by the Eikonal phase ei�(s,|x�x

0|), which

is a function of the center-of-mass energy s = 4pu
1

pv
2

and transverse separation |x� x0|.
Following this procedure, the final result for the four-point correlation function is then
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Beyond the Geodesic Approximation
• The OTOC for BHs was computed beyond the geodesic 

approximation in [Shenker, Stanford] as an overlap between:

• In an elastic Eikonal approximation,

• For dS space, the result can be adopted with some modifications:

given by [?]2

hW
x1(t1)Vx2(t2)Wx3(t3)Vx4(t4)i (3.12)

=
16

⇡2

Z
Dei�(s,|x�x

0|) [pu
1

 ⇤
1

(pu
1

, x) 
3

(pu
1

, x)] [pv
2

 ⇤
2

(pv
2

, x0) 
4

(pv
2

, x0)] .

The measure in this integral is given by D = `dxdx0dpu
1

dpv
2

and the wave functions  
i

are

given by

 
1

(pu, x) =

Z
dve2ip

u
v hW (u, v, x)W

x1(t1)
†i��

u=0

, (3.13)

 
2

(pv, x) =

Z
due2ip

v
u hV (u, v, x)V

x2(t2)
†i��

v=0

,

 
3

(pu, x) =

Z
dve2ip

u
v hW (u, v, x)W

x3(t3)i|
u=0

,

 
4

(pv, x) =

Z
due2ip

v
u hV (u, v, x)V

x4(t4)i|
v=0

.

The expressions derived in [?] are appropriate for planar black holes (although similar expres-

sion have been used for BTZ black holes with spherical horizons, see e.g. [?]) in asymptotically

Anti-de Sitter spacetimes. To apply (3.12) to de Sitter space we need to make some modifi-

cations. In the Anti-de Sitter case, the expectation values appearing in the wave functions

are bulk-to-boundary propagators. Since we are interested in studying scattering of particles

that are released from the center of a static patch of de Sitter space we have to replace these

expectation values by Wightman functions in the Bunch-Davies vacuum. Furthermore, the

transverse direction in our case is a compact circle instead of a line. Thus, in our case the

integration measure is given by D = `3d�d�0dpu
1

dpv
2

.

Now that we have spelled out the main di↵erences, we compute the wave functions in

de Sitter space by taking the Fourier transform of the Wightman function. Unfortunately,

because of the rather complicated form of the Wightman function in terms of a hyperge-

ometric function, we have not succeeded in evaluating the integrals (3.13) analytically for

arbitrary masses. Instead, we will consider the more tractable situation in which all particles

are conformally coupled, that is m̃2`2 = 3/4. The Wightman function then greatly simplifies

to

W (x, y) =
1

4
p
2`3⇡

1p
1� Z(x, y)� i✏ sgn(x, y)

. (3.14)

2Notice that we switched the definition of the V and W operators with respect to [?].
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⟨… ⟩  are Wightman functions 
in the BD vacuum instead of AdS 
bulk-to-boundary propagators

Figure 4: The OTOC F (tw) calculated using the geodesic approximation which is valid for
m̃2`2 � 1. It develops oscillations after the scrambling time t > t⇤ = ` log(S).

oscillating behaviour after the scrambling also seems to be explained by this, because already

the Wightman function in a pure de Sitter background oscillates for masses m̃` � 1, which

is the regime where the geodesic approximation is valid. Such heavy fields correspond to the

complementary series representation of SO(3, 1). In contrast, the Wightman function for

light fields m̃` < 1 that fall into the complementary series representation does not exhibit

oscillations and we expect qualitatively di↵erent behaviour of the OTOC in that case. In

the next section, we will study the OTOC in more detail by going beyond the geodesic

approximation and focussing on conformally coupled scalar fields m̃2`2 = 3/4. As we will see

then, the oscillations present in the OTOC for heavy fields are indeed absent and the fact

that the OTOC picks up an imaginary part has a nice interpretation in terms of information

being exchanged between the left and right static patch. Moreover, we find that another

OTOC does display Lyapunov behaviour.

3.2 Beyond the geodesic approximation

Another way of computing the OTOC was put forward by Shenker and Stanford in [3].

We skip the full derivation here and simply highlight the main ingredients going into the

derivation. We do so for completeness, so that we can later compare this with our results

of the OTOC for de Sitter space. In [3], the four-point function was viewed as the overlap

between an ‘in’ state and ‘out’ state created by perturbing the thermofield double state

defined by the operators V,W . These states are then given by

| i = VR(t3)WL(t4) |TFDi , | 0i = WR(t2)
†VL(t1)

† |TFDi . (3.11)

For large time separation |t
2

�t
1

| there is a large relative boost between the energies of the W

and V particles. This implies that in an appropriate frame the W particle can be viewed as
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a shockwave travelling close to the horizon and computing the overlap between | i and | 0i
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The measure in this integral is given by D = `dxdx0dpu
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and the wave functions  i are

given by
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The expressions derived in [3] are appropriate for planar black holes (although similar ex-

pression have been used for BTZ black holes with spherical horizons, see e.g. [26]) in asymp-

totically Anti-de Sitter spacetimes. To apply (3.12) to de Sitter space we need to make

some modifications. In the Anti-de Sitter case, the expectation values appearing in the wave

functions are bulk-to-boundary propagators. Since we are interested in studying scattering

of particles that are released from the center of a static patch of de Sitter space we have

to replace these expectation values by Wightman functions in the Bunch-Davies vacuum.

Furthermore, the transverse direction in our case is a compact circle instead of a line. Thus,

in our case the integration measure is given by D = `3d�d�0dpu
1

dpv
2

.

Now that we have spelled out the main di↵erences, we compute the wave functions in

de Sitter space by taking the Fourier transform of the Wightman function. Unfortunately,

because of the rather complicated form of the Wightman function in terms of a hypergeomet-

ric function, it is not easy to evaluate the integrals (3.13) analytically for arbitrary masses.

Instead, we will consider the more tractable situation in which all particles are conformally
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Beyond the Geodesic Approximation
• The Wightman function greatly simplifies for

• The Eikonal phase is given by the classical action:

• The OTOC can be solved analytically in terms of special functions:

with Struve function Hn(z), Bessel function of the 1st kind Jn(z),

m̃2ℓ2 = 3/4
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hW
x1(t1)Vx2(t2)Wx3(t3)Vx4(t4)i (3.12)

=
16

⇡2

Z
Dei�(s,|x�x

0|) [pu
1

 ⇤
1

(pu
1

, x) 
3

(pu
1

, x)] [pv
2

 ⇤
2

(pv
2

, x0) 
4

(pv
2

, x0)] .

The measure in this integral is given by D = `dxdx0dpu
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The expressions derived in [?] are appropriate for planar black holes (although similar expres-

sion have been used for BTZ black holes with spherical horizons, see e.g. [?]) in asymptotically

Anti-de Sitter spacetimes. To apply (3.12) to de Sitter space we need to make some modifi-

cations. In the Anti-de Sitter case, the expectation values appearing in the wave functions

are bulk-to-boundary propagators. Since we are interested in studying scattering of particles

that are released from the center of a static patch of de Sitter space we have to replace these

expectation values by Wightman functions in the Bunch-Davies vacuum. Furthermore, the

transverse direction in our case is a compact circle instead of a line. Thus, in our case the

integration measure is given by D = `3d�d�0dpu
1

dpv
2

.

Now that we have spelled out the main di↵erences, we compute the wave functions in

de Sitter space by taking the Fourier transform of the Wightman function. Unfortunately,

because of the rather complicated form of the Wightman function in terms of a hyperge-

ometric function, we have not succeeded in evaluating the integrals (3.13) analytically for

arbitrary masses. Instead, we will consider the more tractable situation in which all particles

are conformally coupled, that is m̃2`2 = 3/4. The Wightman function then greatly simplifies

to

W (x, y) =
1

4
p
2`3⇡

1p
1� Z(x, y)� i✏ sgn(x, y)

. (3.14)

2Notice that we switched the definition of the V and W operators with respect to [?].
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We can now explicitly perform the Fourier transforms to find

 
1

(pu) =
cp

4⇡`5pu
exp

✓
2i`puet

⇤
1/` +

t⇤
1

2`

◆
, (3.15)

 
2

(pv) =
�cp
4⇡`5pv
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✓
�2i`pve�t

⇤
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2

2`

◆
,

 
3

(pu) =
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✓
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t
3
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◆
,

 
4

(pv) =
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4⇡`5pv
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✓
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4
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◆
.

Here c is an unimportant constant that obeys |c|2 = 1. Notice that the dependence on

the transverse direction has dropped. We are now interested in computing the correlation

function

F (t) =
hW (t+ i✏

1

)V (i✏
2

)W (t+ i✏
3

)V (i✏
4

)i
hW (i✏

1

)W (i✏
3

)i hV (i✏
2

)V (i✏
4

)i . (3.16)

The denominator of this expression is given by the general formula (3.12), with the Eikonal

phase set to zero. Plugging the expressions for the wave functions (3.15) into the general

formula (3.12) we find that this is given by

hW (t+ i✏
1

)V (i✏
2

)W (t+ i✏
3

)V (i✏
4

)i = (3.17)

1

16⇡4`10
e�12+�34

Z
Dei� exp

��2`puet/`✏
13

� 2`pv✏⇤
24

+ t/`
�
.

Here, we introduced the notation

✏
ij

= i
�
ei✏i/` � ei✏j/`

�
, (3.18)

�
ij

=
i

2`
(✏

i

� ✏
j

) .

To evaluate this integral, the last piece of information we need is the Eikonal phase �, which

is given by the classical action [?].

� =
1

2

Z
d3x

p�g


1

16⇡G
N

h
uu

D2h
vv

+ h
uu

T uu + h
vv

T vv

�
. (3.19)

Here, h
uu

, h
vv

are the metric components corresponding to perturbations of a pure de Sit-

ter geometry by two shockwaves and T
uu

, T
vv

the stress tensor components. To evaluate

this integral, we can use the expressions from appendix A. The stress tensor and metric

components that solve the linear Einstein equations are given by

h
uu

= �4⇡G
N

pu`�(u)b(�� �0) , T
uu

=
pu

4`
�(u)�(�� �0) , (3.20)

h
vv

= �4⇡G
N

pv`�(v)b(�� �00) , T
vv

=
pv

4`
�(v)�(�� �00) .
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Using these expressions we find that the Eikonal phase is given by

� = �1

4
⇡G

N

`pupvb(�0 � �00) , (3.21)

where b(�� �0) = cos(�� �0) with �� �0 2 [�⇡/2, ⇡/2].

� = �1

4
⇡G

N

`pupv cos(�0 � �00) , (3.22)

Plugging this into (3.17) we obtain

hW (t+ i✏
1

)V (i✏
2

)W (t+ i✏
3

)V (i✏
4

)i = (3.23)

1

16⇡4`10
e�12+�34

Z
D exp

��i⇡2G
N

`pupv cos(�� �0)� 2`puet/`✏
13

� 2`pv✏⇤
24

+ t/`
�
.

This integral can be solved analytically in terms of special functions, which gives the result

F (t) = g
�
⇡H

0

(2g) + 2F(g2) + 2 [log |g|+ i(arg(✏
13

)� arg(✏
24

))] J
0

(2g)
�
. (3.24)

Here, H
n

(z) is the Struve function, J
n

(z) the Bessel function of the first kind and we defined

the function

F(z) = lim
a!1

@
a

✓
0

F
1

(a,�z)

�(a)

◆
, (3.25)

as a limit of the confluent hypergeometric function. The argument

g = �8`✏
13

✏⇤
24

et/l

⇡G
N

. (3.26)

To compare this result with the geodesic approximation3, we need to send one of the V

operators to the L patch. We can do this by taking ✏
2

= �⇡`, ✏
4

= 0 which sends ✏
24

! �2i.

Note that the correlation function vanishes in the limit ✏
13

! 0, so we need to regulate this

limit. Just as in [?] we will choose to give ✏
1

, ✏
3

a small real value. Taking ✏
3

= �✏
1

= ⌧ 2 R,
this sends ✏

13

! 2 sin ⌧ . In a more complete treatment, the operators could be smeared in

Lorentzian time and the explicit ⌧ dependence would vanish [?,?]. For these values of ✏
ij

,

the correlation function is shown in figure 4 as a function of t
w

= �t. For early times we find

Figure 4: The out-of-time order correlator (3.24) for |g(t = 0)| = 10, ` = 1.

that, just as in the geodesic approximation, the real part of the correlation function increases.

For later times however, the correlation function decreases and goes to zero. This should

be contrasted with the behaviour of the OTOC in the geodesic approximation (3.10) which

3Strictly speaking, we can only compare at times earlier than the scrambling time, since the operators

WR and VL are spacelike separated in that case and hWRVLVRWRi = hVLWRVRWRi.
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We can now explicitly perform the Fourier transforms to find
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Here c is an unimportant constant that obeys |c|2 = 1. Notice that the dependence on

the transverse direction has dropped. We are now interested in computing the correlation

function
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To evaluate this integral, the last piece of information we need is the Eikonal phase �, which

is given by the classical action [?].

� =
1

2

Z
d3x

p�g


1

16⇡G
N

h
uu

D2h
vv

+ h
uu

T uu + h
vv

T vv

�
. (3.19)

Here, h
uu

, h
vv

are the metric components corresponding to perturbations of a pure de Sit-

ter geometry by two shockwaves and T
uu

, T
vv

the stress tensor components. To evaluate

this integral, we can use the expressions from appendix A. The stress tensor and metric

components that solve the linear Einstein equations are given by

h
uu

= �4⇡G
N
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Here we introduced the notation

✏ij = i
�
ei✏i/` � ei✏j/`

�
, (3.18)

�ij =
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(✏i � ✏j) .

To evaluate this integral, the last piece of information we need is the Eikonal phase �, which

is given by the classical action [3, 29]

� =
1

2

Z
d3x

p�g


1

16⇡GN

huuD2hvv + huuT
uu + hvvT

vv

�
. (3.19)

Here huu, hvv are the metric components corresponding to a perturbation to a pure de Sitter

geometry by two shockwaves travelling along the future and past horizon. Tuu, Tvv are the

corresponding stress tensor components. To evaluate this integral, we can use the expressions

from appendix A. The stress tensor and metric components that solve the linear Einstein

equations are given by

huu = �4⇡GNp
u`�(u)b(�� �0) , Tuu =

pu

4`
�(u)�(�� �0) , (3.20)

hvv = �4⇡GNp
v`�(v)b(�� �00) , Tvv =

pv
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�(v)�(�� �00) .

Using these expressions we find that the Eikonal phase is given by

� = �1

4
⇡GN`p

upvb(�0 � �00) , (3.21)

where b(�� �0) = cos(�� �0) with �� �0 2 [�⇡/2, ⇡/2]. Plugging this into (3.17) we obtain
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)i = (3.22)
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� t/`
�
.

This integral can be solved analytically in terms of special functions, which gives the result

F (t) = g
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⇡H

0

(2g) + 2F(g2) + 2 log (�g) J
0

(2g)
�
. (3.23)

Here, Hn(z) is the Struve function, Jn(z) the Bessel function of the first kind and we defined

the function

F(z) = lim
a!1
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✓
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F
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�(a)

◆
, (3.24)

as a limit of the confluent hypergeometric function. The argument g(t) is defined by

g(t) =
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⇡GN

, (3.25)
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13

with

�
13

= +1 for 0  arg (✏
13

)� ⇡

2
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To compare this result to the geodesic approximation2, we need to send one of the V operators

to the L patch. We can do this by taking ✏
1

= �⇡`, ✏
3

= 0 which sends ✏
13

! �2i. Next,

we would like to send ✏
24

! 0, but in this limit the correlation function vanishes. As was

explained in [3, 4] this is due to the high energy nature of the W operators, which we are

trying to evaluate at the same point. This behaviour can be regulated by smearing the

operators over a thermal length � before sending ✏
24

! 0. Instead of doing this explicitly,

we will instead leave ✏
24

finite just as was done in [3, 4] and think of ✏
24

⇠ O(1). Explicitly,

we will take ✏
4

= �✏
2

= ⌧` > 0, which sends ✏
24

! 2 sin ⌧ . For these values of ✏ij, the

correlation function is shown in figure 5. For early times we find that, just as in the geodesic

Figure 5: The out-of-time-order correlator hVL(0)WR(t)VR(0)WR(t)i for |g(t = 0)| = 10, ` =
1.

approximation, the real part of the correlation function increases. For later times however,

the correlation function decreases and goes to zero. This should be contrasted with the

behaviour of the OTOC in the geodesic approximation (3.10) which oscillates. As mentioned

before, this qualitatively di↵erent behaviour can likely be attributed to the di↵erent regime

of mass that we are considering.

Because a geodesic crossing a shockwave with positive null energy in de Sitter space

experiences a time advance, it becomes possible to send signals from the left patch L to the

2Strictly speaking, we can only compare at times earlier than the scrambling time, since the operators
WR and VL are spacelike separated in that case and hWRVLVRWRi = hVLWRVRWRi.
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Chaotic Behavior
• To compare with the geodesic approximation, we send one of the V 

operators to the L patch. The OTOC as a function of t:

• The real part of the OTOC initially rises but at later times decreases 
and goes to zero.
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Traversability
• A geodesic crossing a positive null energy shockwave in dS 

experiences a time advance: it is possible to send signals 
between the L and R patches. To confirm traversability, consider:

• The imaginary part of the OTOC is thus indicative of a signal 
being exchanged between the L and R patches.

• de Sitter space share similarities with traversable wormholes in 
AdS [Gao, Jafferis, Wall]; [Maldacena, Stanford, Yang] except that 
there is no need for a non-local coupling between the poles.

right patch R. In this sense, de Sitter spaces shares similarities with traversable wormholes

in Anti-de Sitter space [9,10], with the important di↵erence that there is no need for a non-

local coupling between the poles. To confirm traversability, we can consider the response of

an operator VL(0) to a perturbation to the right static patch by an operator ei✏RVR(0) once

we include the particle W (t) that creates a shockwave. For W,V Hermitian operators this

response is given by [10]

he�i✏RVL(0)W (t)VR(0)W (t)ei✏RVL(0)i = (3.27)

hW (t)VR(0)W (t)i+ 2✏R Im(hVL(0)W (t)VR(0)W (t)i) +O(✏2R) .

An imaginary part of the OTOC

F (t) = hVL(0)WR(t)VR(0)WR(t)i , (3.28)

therefore shows that a signal has been exchanged between the left and right static patch,

because the expectation value of VR(0) in the shockwave background depends on the right

perturbation ✏R. This is precisely the correlator that has been plotted in figure 5, showing

that the wormhole connecting the left and right static patch opens up due to the shockwave.

It is also interesting to consider OTOCs with operators inserted at di↵erent points. For

example, we can also consider a purely single-sided correlator. Since both the W and V

operators are inserted at the same point, we have to regulate this correlation function. This

can be done by taking ✏
4

= ✏
3

= �✏
2

= �✏
1

= ⌧` > 0. The resulting OTOC is is displayed

in 6. Expanding for |g(tw)| � 1 (and setting 2 sin ⌧ = 1) we now find

Figure 6: The out-of-time-order correlator hVR(0)WR(t)VR(0)WR(t)i for |g(t = 0)| = 10, ` =
1.
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de Sitter as a Fast Scrambler
• We can also consider the purely right-sided OTOC:

• For 𝑙 < t < 𝑙 log(S), this OTOC decreases exponentially. The 
Lyapunov exponent 𝜆L = 2𝝅/β saturates the chaos bound.

• The scrambling time is 𝑙 log(S) but the first order term in the 
expansion of F(t) goes as 1/S2 (for BHs, this term goes as 1/S).

Expanding for |g(t)| ≫ 1
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Stringy Corrections
• Because of the blueshift experienced by the perturbations, one might 

wonder if stringy effects can modify the OTOC.
• For BHs in AdS, such stringy effects were argued to be mild [Shenker, 

Stanford]. They increase the scrambling time due to the soft UV 
behavior of string amplitudes.

• In dS, the mass of the higher-spin states satisfy the Higuchi bound, in 
order to fall into unitary reps. of the isometry group:

• A linear Regge trajectory (m𝑙s)2 = J violates this bound for J≳(𝑙∕𝑙s)2. The 
higher-spin states can Reggeize the amplitude up to the Planck scale if 
H ≲ms2/MP. The soft UV behavior may increase the scrambling time.

3.3 Stringy corrections

Because of the large blueshift perturbations experience, the scattering process of perturba-

tions with rest energy E
0

necessarily involves transplanckian energies when they are released

with a time separation greater than t = ` log(M
p

/E
0

). For thermal quanta with rest energy

E
0

⇠ 1/` this is again the scrambling time. As such, one can wonder about the validity of

our computation of the OTOC.

For black holes in Anti-de Sitter space it turns out that such quantum gravity corrections

are surprisingly mild [?]. The main corrections are due to the softer UV behaviour of string

amplitudes, as the Eikonal phase grows with the center-of-mass energy s as

� ⇠
X

J

G
N

sJ�1 . (3.30)

Here, J is the spin of the particles that contribute. In Einstein gravity, this is dominated by

the graviton (J = 2) leading to a linear dependence on s. In string theory on the other hand

we need to sum over the entire tower of higher-spin states leading to a slower growth of [?]

� ⇠ G
N

sJe↵�1 , (3.31)

where

J
e↵

= 2� d(d+ 1)
`2
s

`2
, (3.32)

with ` is the AdS length and `
s

the string length. This implies that chaos develops slower

leading to a scrambling time of

t⇤ =
�

2⇡

✓
1 +

d(d+ 1)

4

`2
s

`2
+ . . .

◆
log(S) , (3.33)

where the dots denote terms higher order in `2
s

/`2.

In de Sitter space, we would like to make a similar argument. An additional complication

however is that in de Sitter space there exist a bound on the mass of higher-spin states to

fall into unitary representation of the isometry group. This bound, known as the Higuchi

bound, is given by [?]

m2`2 � (J � 1)(d� 4 + J) . (3.34)

As a consequence, for a linear Regge trajectory m2`2
s

= J the Higuchi bound is violated in

three dimensions at spin [?,?]

J & `2

`2
s

. (3.35)

If gravity is UV completed by the leading Regge trajectory in a weakly coupled regime, we

need a su�ciently large number of higher-spin states at energies m
s

< E < ⇤, where m
s

is
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Black Hole Complementarity
• For black holes, observer complementarity [Susskind, Thorlacius, 

Uglum];[’t Hooft] suggests that the infalling and asymptotic 
observer have a different but “complementary” experience.

• The scrambling time is just long enough to avoid a naive violation 
of no-cloning [Sekino, Susskind];[Hayden, Preskill].



de Sitter Complementarity
• Positive energy perturbations in dS open up a wormhole 

connecting different static patches:

• Complementarity suggests that Bob can access at most SdS 
states. If Bob applied the perturbation that opens the wormhole at 
early enough time tw, could Alice send as much info as she likes?

α

tw

BobAlice

tw



Information Exchange
• The proper time during which the wormhole is open:

• In Alice’s frame, this time is blueshifted to

• Complementarity suggests that N ≤ SdS.

• What goes wrong if Alice tries to send more bits?

• For the message to not backreact too strongly, the total energy:

• The wormhole is open for a Planckian time so the signal has to be 
sufficiently blueshifted to fit through:

from her before it is destroyed by the singularity. Thus, he will observe the same qubit twice

in violation of quantum no-cloning and complementarity.

The resolution to this apparent paradox comes from the fact that the minimum amount

of time it takes for Bob to decode Alice’s bit is the scrambling time t⇤ =
�

2⇡

log(S
bh

) [6, 34],

which is just long enough to prevent an observable violation of no-cloning. Still, it leads to

the perhaps unsatisfactory point of view that the message itself is cloned, although there is no

observer to witness it. Traversable wormholes in Anti-de Sitter space [9,10] have put a new

perspective on this. If Bob’s decoding device itself is a black hole that maximally entangles

with the black hole that Alice jumps into, he has created the thermofield double state. Then,

as explained in [10] the action of Bob decoding Alice’s qubit essentially corresponds to the

situation where the qubit traverses the wormhole and moves from one boundary to the other.

At all times, there is just a single qubit in the system.

Now let’s turn our attention to de Sitter space. In de Sitter space, it is reasonable to

expect that a similar notion of complementarity should exist between a static (Bob) and a

freely falling observer (Alice) [35–40]. However, as was highlighted in [40] in de Sitter space

it is not possible for Bob to decode even one bit of information from the Hawking radiation.4

This is essentially due to the finite volume of the static patch, which causes Bob’s patch to

collapse to a black hole when he tries to do so.5

But the situation is slightly di↵erent when we allow for perturbations to de Sitter space.

As we discussed in section 2, positive energy perturbations at early times leads to geometry

in which the left and right static patch of the global de Sitter Penrose diagram are causally

connected and if Alice sits at the South pole, she can send a message to Bob at the North

pole. However, it should not be possible for Alice to send arbitrarily large amounts of

information to Bob. Complementarity suggests that Bob should have access to S
dS

bits of

information at most. However, Bob could apply the perturbation that opens the wormhole

at an arbitrarily early time t
w

, seemingly allowing Alice to sends as much bits as she likes.

Exactly how much information can be sent? The proper time that the wormhole is open is

given by

�⌧ =
2`2

`2 � uv

p
�u�v . (4.1)

Close to the horizon v = 0 this leads to a Planckian time scale: �⌧ = 2↵ ⇠ G
N

. However,

in Alice’s frame (uv = �`2) this time is redshifted to

�⌧ ' G
N

etw/` , (4.2)

4The situation is di↵erent for inflationary spacetimes in which the exponential expansion ends (locally)

[41–45]. In that case, information about the inflationary past of the universe can be retrieved at late times.
5The amount of quanta that need to be collected is SdS/2 [46], but the maximum amount of entropy that

can be stored in a single static patch is given by the Nariai black hole which as an entropy of SdS/3.
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redshifted? to

�⌧ ' G
N

etw/` , (4.2)

where t
w

is the time in the past when Bob applied his perturbation. We now imagine that

Alice starts sending bits of information to Bob, one by one.6 Let’s say that the time between

two bits that Alice sends is given by t
bit

. Then, the amount of bits N she can send is given

by

N = ⇡G
N

etw/`/t
bit

. (4.3)

Restricting to N  S
dS

we find that

t
w

 ` log

✓
S
dS

t
bit

⇡G
N

◆
. (4.4)

The fastest time between two bits is a Planck time t
bit

⇠ G
N

, which implies that Bob should

not apply the perturbation earlier than the scrambling time: t
w

. ` log(S
dS

). But what

exactly goes wrong when he decides to do so? For Anti-de Sitter wormholes, the conditions

that must be obeyed for a signal to travel through the wormhole were discussed in [47]. For

the message not to backreact too strongly, its total energy ptot should be bounded by

ptot <
1

G
N

. (4.5)

Furthermore, we saw that in the frame of the signal sent through the wormhole, the worm-

hole is only open for a Planckian time which implies that the signal should be su�ciently

blueshifted to fit through. The proper time that the wormhole is open is given by �⌧ ⇠ ↵ ⇠
G

N

`pu, where pu is the energy of the particle that results in the shockwave in its rest frame.

This blueshift condition now reads

pv >
1

↵
' 1

G
N

`pu
. (4.6)

Combining the probe and blueshift conditions (eq. (4.5) and (4.6)) and denoting the energy

of a single bit of the message by pv = ptot/N the total number of bits Alice can send is given

by

N < `pu . (4.7)

Thus, we see that if Bob creates a shockwave with a single particle of energy pu = 1/`, Alice

cannot even send one bit of information! However, as realized in [47] if we allow Bob to

create a shockwave with K di↵erent species this multiplies the energy of the shockwave by

a factor K without changing the probe condition. Of course, introducing a large amount of

6In principle, Alice could sent a large amount of bits in one go. The reason why we are imagining this

specific situation will become clear later.
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Information Exchange
• If Alice tries to send > O(1) bits to Bob, her message either does 

not fit through the wormhole, or backreacts too strongly.

• If she tries to send her message with K species of fields, she can 
at most send SdS bits to Bob, while satisfying the 2 conditions and 
the species bound K ≲ 𝑙/GN.

α

tw

BobAlice



Implications to Inflation
• It has recently been conjectured that trans-Planckian quantum 

fluctuations should remain quantum [Bedroya,Vafa];[Bedroya, 
Brandenberger,LoVerde,Vafa], as a result the lifetime of (quasi) dS: 

• It was remarked that this bound is similar to the scrambling time.
• Whether this Trans-Planckian Censorship Conjecture is true, the 

scrambling time is a longer time (double the # of e-folds):

• Our result also gives an interpretation of the scrambling time in an 
inflationary setting.

T ≤
1
H

log ( MP

H )

Tscrambling =
1
H

logSdS4 =
1
H

log ( M2
P

H2 )



Implications to Inflation
• As the Hubble scale varies, the energy flux leaving the horizon is 

given by the thermodynamics relation dE = TdS [Frolov, Kofman]:

• For simplicity, take 𝜖 = constant, the energy that leaves the horizon 
in one Hubble time 1/H is E= 𝜖 (GNH)-1

• This can be described as a positive energy shockwave if E ≥ H, or

• Info can enter a Hubble patch from a previously disconnected 
region after Ne  ≥ log SdS due to the shockwaves. If O(1) bit of info 
enters per e-fold, backreaction may become important when Ne  ≥ 
log SdS for single field and Ne  ≥ SdS  for maximum allowed # fields.

·E =
ϵ

GN
where ϵ = −

·H
H2

ϵ ≥
H2

8πM2
p
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• Perturbations in de Sitter that satisfy the NEC result in a shockwave 
geometry leading to a time advance for the geodesics crossing it.

• This time advance brings different static patches of dS into causal 
contact, much like a traversable wormhole in AdS.

• We computed OTOCs to assess the chaotic nature of the dS horizon; 
dS space is a fast scrambler but with differences from BHs.

• We discussed consequences of our results for dS complementarity 
and the implications to inflation.

• Other quantum informatic considerations may put a bound on inflation 
and the subsequent dark energy phase [Aalsma, GS, work in progress]

Summary


