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Electronic correlations were long suggested not only to be responsible for the complex-
ity of many novel materials, but also to form essential prerequisites for their intriguing
properties. Electronic behavior of iron-based superconductors is far from conven-
tional, while the reason for that is not yet understood. Here we present a combined
study of the electronic spectrum in the iron-based superconductor FeSe by means of
angle-resolved photoemission spectroscopy (ARPES) and dynamical mean field the-
ory (DMFT). Both methods in unison reveal strong deviations of the spectrum from
single-electron approximation for the whole 3d band of iron: not only the well sepa-
rated coherent and incoherent parts of the spectral weight are observed, but also a
noticeable dispersion of the lower Hubbard band (LHB) is clearly present. This way
we demonstrate correlations of the most puzzling intermediate coupling strength in
iron superconductors.

Mean field approach to the conduction electrons [1] be-
came a classical theory, and is one of the pillars on which
the breakthrough of technology in the 20th century re-
sides. At the same time the potential of the electronic
systems, obedient to the pure band theory, seems to be
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Fig. 1: Schematic representation of the electronic bands with-
out and with correlations. Within mean field approach the
electronic spectrum of a crystalline solid consists of bands
with well-defined dispersion (left), while in the case of strong
electron-electron correlations, Hubbard bands are formed
(right).

⇤Current address: BESSY II, Helmholtz-Zentrum Berlin for Ma-
terials and Energy, Albert-Einstein-Strasse 15, 12489 Berlin, Ger-
many; Electronic address: danevt@gmail.com

largely depleted by now. As opposed to the case of negli-
gible correlation e↵ects, the Hubbard model [2] is known
to provide a solution in the polar extreme of dominating
electronic correlations (see Fig. 1). Interesting proper-
ties of many new materials in the scope of the modern
condensed matter physics are often found for the regime
lying in between normal band metal and correlated insu-
lator [3, 4]. However there is little information as for the
actual degree of the electron-electron interaction strength
for relevant materials as well as for comprehensive theo-
retical treatment of the problem.

Electronic correlations were conjectured to be vital for
abnormally high critical temperatures in unconventional
superconductors [5–9]. In best-known material class, ex-
hibiting highest transition temperatures,—cuprates—
the superconductivity rises when additional charge car-
riers are doped into the antiferromagnetic Mott insula-
tor [10, 11], immediately invoking the suggestion that
correlations are relevant. Although many subclasses of
iron-based superconductors exhibit a phase diagram very
similar to cuprates [12–14], there is no evidence for in-
sulating behaviour at any doping level, questioning the
degree of correlation strength and their importance in
this case. At the same time various experimental tech-
niques have shown that the electronic states at the Fermi
level are renormalized three and more times with respect
to the predictions of the local density approximation
theory (LDA) [15–20]. Encouragingly similar estimate
for band renormalization was obtained in the dynamical
mean field theory (DMFT) calculations [21–25]. How-
ever, it is still not entirely clear to which extent the un-
derlying physics was captured by DMFT, as renormaliza-
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Fig. 2: Electronic spectra of FeSe measured by ARPES and calculated by DMFT. Top row: distribution of the spectral weight
for 3d band of iron, measured by ARPES along high-symmetry directions in the Brillouin zone. Bottom row: spectral function
resulting from DMFT calculations for the same directions. Comparison of DMFT and ARPES shows very good agreement in
terms of general structure of the spectrum: In both cases there are squeezed bands with sharp dispersion at the Fermi level,
which are separated from the lower Hubbard band by a stripe of spectral weight depletion.

tion of the low-energy spectrum itself is a rather universal
e↵ect, and, for example, also encapsulates the contribu-
tion from electronic interactions with low-energy bosonic
modes.

Here we present angle-resolved photoemission spec-
troscopy (ARPES) measurements of the electronic spec-
trum of the simplest iron-based superconductor with po-
tentially highest Tc [26, 27], iron selenide. The experi-
mental spectrum of the iron 3d band deviates strongly
from the LDA, but exhibits a full-scale match with spec-
tral function obtained by DMFT. Remarkably, along with
the sharp Fermi-liquid-like bands at the Fermi level, the
well-defined dispersive lower Hubbard band (LHB) is
present both in calculated and measured spectrum.

Energy-momentum cuts through the photoemission in-
tensity distribution measured in high symmetry direc-
tions for binding energies, !, up to 4 eV are presented
in Fig. 2 along with corresponding plots of the spec-
tral weight distribution obtained in DMFT calculations.
Both in ARPES and DMFT the electronic spectrum con-
sists of two parts: (1) renormalized bands with sharp
well defined dispersion at the Fermi level and (2) dif-
fuse spectral weight with weak but noticeable dispersion
at higher binding energies, with (1) and (2) being sepa-
rated by a stripe of spectral weight depletion. Such spec-

tral weight distribution is not compatible with single-
electron model, while it is common for the solution of
the Hubbard model, where (1) is called coherent spec-
tral weight, and (2) is the lower Hubbard band. Details
of the photoemission spectrum depend on experimental
conditions—photon energy, light polarization, position
in the momentum space, as relative photoemission ma-
trix element for di↵erent bands can vary in a wide range.
Nevertheless, the most prominent and important features
persist and match the counterparts in the calculation,
implying that DMFT captures all relevant peculiarities
of the spectrum. The position of the LHB in the calcu-
lated spectral function is subject to the ill-posed analytic
continuation problem. In the supplementary material we
show how di↵erent variants of analytic continuation can
change the position of the LHB such that it agrees very
well with the experimentally observed one in terms of
location and broadening. It is interesting to note that
a model for the spectral function with an empirical self-
energy of the simplest shape can reproduce the data sat-
isfactorily well [28], however it fails to reproduce the ex-
perimentally observed well-defined LHB separated by a
sharp stripe of spectral weight depletion, while these fea-
tures are inherent to the DMFT calculations.

Although the original paper by Hubbard presents Hub-

FeSe	
  

See	
  also	
  M.	
  Watson,	
  R.	
  ValenF	
  et	
  al.	
  



Electronic	
  correlaFons:	
  “Lower	
  Hubbard	
  bands”	
  

Direct observation of dispersive lower Hubbard band
in iron-based superconductor FeSe

D.V.Evtushinsky,1, ⇤ M.Aichhorn,2 Y. Sassa,3, 4 Z.-H. Liu,1 J. Maletz,1

T.Wolf,5 A.N.Yaresko,6 S.Biermann,7 S.V.Borisenko,1 and B.Büchner1, 8
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Electronic correlations were long suggested not only to be responsible for the complex-
ity of many novel materials, but also to form essential prerequisites for their intriguing
properties. Electronic behavior of iron-based superconductors is far from conven-
tional, while the reason for that is not yet understood. Here we present a combined
study of the electronic spectrum in the iron-based superconductor FeSe by means of
angle-resolved photoemission spectroscopy (ARPES) and dynamical mean field the-
ory (DMFT). Both methods in unison reveal strong deviations of the spectrum from
single-electron approximation for the whole 3d band of iron: not only the well sepa-
rated coherent and incoherent parts of the spectral weight are observed, but also a
noticeable dispersion of the lower Hubbard band (LHB) is clearly present. This way
we demonstrate correlations of the most puzzling intermediate coupling strength in
iron superconductors.

Mean field approach to the conduction electrons [1] be-
came a classical theory, and is one of the pillars on which
the breakthrough of technology in the 20th century re-
sides. At the same time the potential of the electronic
systems, obedient to the pure band theory, seems to be
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Fig. 1: Schematic representation of the electronic bands with-
out and with correlations. Within mean field approach the
electronic spectrum of a crystalline solid consists of bands
with well-defined dispersion (left), while in the case of strong
electron-electron correlations, Hubbard bands are formed
(right).
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largely depleted by now. As opposed to the case of negli-
gible correlation e↵ects, the Hubbard model [2] is known
to provide a solution in the polar extreme of dominating
electronic correlations (see Fig. 1). Interesting proper-
ties of many new materials in the scope of the modern
condensed matter physics are often found for the regime
lying in between normal band metal and correlated insu-
lator [3, 4]. However there is little information as for the
actual degree of the electron-electron interaction strength
for relevant materials as well as for comprehensive theo-
retical treatment of the problem.

Electronic correlations were conjectured to be vital for
abnormally high critical temperatures in unconventional
superconductors [5–9]. In best-known material class, ex-
hibiting highest transition temperatures,—cuprates—
the superconductivity rises when additional charge car-
riers are doped into the antiferromagnetic Mott insula-
tor [10, 11], immediately invoking the suggestion that
correlations are relevant. Although many subclasses of
iron-based superconductors exhibit a phase diagram very
similar to cuprates [12–14], there is no evidence for in-
sulating behaviour at any doping level, questioning the
degree of correlation strength and their importance in
this case. At the same time various experimental tech-
niques have shown that the electronic states at the Fermi
level are renormalized three and more times with respect
to the predictions of the local density approximation
theory (LDA) [15–20]. Encouragingly similar estimate
for band renormalization was obtained in the dynamical
mean field theory (DMFT) calculations [21–25]. How-
ever, it is still not entirely clear to which extent the un-
derlying physics was captured by DMFT, as renormaliza-
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Fig. 2: Electronic spectra of FeSe measured by ARPES and calculated by DMFT. Top row: distribution of the spectral weight
for 3d band of iron, measured by ARPES along high-symmetry directions in the Brillouin zone. Bottom row: spectral function
resulting from DMFT calculations for the same directions. Comparison of DMFT and ARPES shows very good agreement in
terms of general structure of the spectrum: In both cases there are squeezed bands with sharp dispersion at the Fermi level,
which are separated from the lower Hubbard band by a stripe of spectral weight depletion.

tion of the low-energy spectrum itself is a rather universal
e↵ect, and, for example, also encapsulates the contribu-
tion from electronic interactions with low-energy bosonic
modes.

Here we present angle-resolved photoemission spec-
troscopy (ARPES) measurements of the electronic spec-
trum of the simplest iron-based superconductor with po-
tentially highest Tc [26, 27], iron selenide. The experi-
mental spectrum of the iron 3d band deviates strongly
from the LDA, but exhibits a full-scale match with spec-
tral function obtained by DMFT. Remarkably, along with
the sharp Fermi-liquid-like bands at the Fermi level, the
well-defined dispersive lower Hubbard band (LHB) is
present both in calculated and measured spectrum.

Energy-momentum cuts through the photoemission in-
tensity distribution measured in high symmetry direc-
tions for binding energies, !, up to 4 eV are presented
in Fig. 2 along with corresponding plots of the spec-
tral weight distribution obtained in DMFT calculations.
Both in ARPES and DMFT the electronic spectrum con-
sists of two parts: (1) renormalized bands with sharp
well defined dispersion at the Fermi level and (2) dif-
fuse spectral weight with weak but noticeable dispersion
at higher binding energies, with (1) and (2) being sepa-
rated by a stripe of spectral weight depletion. Such spec-

tral weight distribution is not compatible with single-
electron model, while it is common for the solution of
the Hubbard model, where (1) is called coherent spec-
tral weight, and (2) is the lower Hubbard band. Details
of the photoemission spectrum depend on experimental
conditions—photon energy, light polarization, position
in the momentum space, as relative photoemission ma-
trix element for di↵erent bands can vary in a wide range.
Nevertheless, the most prominent and important features
persist and match the counterparts in the calculation,
implying that DMFT captures all relevant peculiarities
of the spectrum. The position of the LHB in the calcu-
lated spectral function is subject to the ill-posed analytic
continuation problem. In the supplementary material we
show how di↵erent variants of analytic continuation can
change the position of the LHB such that it agrees very
well with the experimentally observed one in terms of
location and broadening. It is interesting to note that
a model for the spectral function with an empirical self-
energy of the simplest shape can reproduce the data sat-
isfactorily well [28], however it fails to reproduce the ex-
perimentally observed well-defined LHB separated by a
sharp stripe of spectral weight depletion, while these fea-
tures are inherent to the DMFT calculations.

Although the original paper by Hubbard presents Hub-
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Fig. S 3: An energy-momentum cut passing through the � point, recorded at various photon energies and vertical light
polarization. The photon energies are indicated above the corresponding intensity plots. One can see that the distribution of
photoemission intensity in the region of binding energies 0.5..3 eV, where the LHB resides, is rather universal, implying that
although the matrix elements play important role, one can extract the parameters of the LHB from experiment with good
precision.

function consists of rather broad peaks. In order to reveal
the true underlying distribution of the spectral weight,
we have performed measurements at di↵erent conditions.
A series of spectral images, recorded along the direction
passing through the Brillouin zone center, the � point, at
di↵erent photon energies, are presented in the Fig. S3.
The generic features of the spectral weight distribution,
such as positions of the coherent spectral weight, LHB,
a stripe of the spectral weight depletion between them
remain unchanged.

IV. LOWER HUBBARD BAND POSITION IN
DMFT

In the main text of this paper we included DMFT data
that is produced in accordance with Ref. S1, in order to
be consistent with published data. We use a continuous
time quantum Monte Carlo technique [S2] for the calcu-
lations, which produces Greens functions and self ener-
gies on the Matsubara frequency axis. In order to get
data on the real-frequency axis that can be compared to
the ARPES experiments, one faces the ill-posed analytic
continuation (AC) problem. In addition, the AC is not
defined to be used directly for self energy. For the data
in the main text-and also in Ref. S1—we used the fol-
lowing procedure. One defines an artificial Greens func-
tion, G̃(i!) = 1

i!�⌃(i!)+⌃DC , where ⌃DC is the double

counting correction. This G̃(i!) is continued to the real
frequency axis, which after inversion of above equation
leads to the real frequency ⌃(!). Since ⌃(i!) is damped
by the 1/i! tail of the Greens function, high energy fea-
tures of ⌃(!) are particularly smooth.

Here, we analyse the influence of this smoothening by
applying another scheme to do the analytic continuation
of the self energy. We modify ⌃(i!) directly, such that
it behaves as a Greens function. In other words, we de-
fine the artificial function ⌃̃(i!) by substracting the real

part of ⌃(i! ! 1), and rescaling it such that ⌃̃(i!) is
normalised to one. Then, one can apply AC directly to
⌃̃(i!).
In Fig. S4 we compare the two method, using the arti-

ficial Greens function G̃(i!), left (a), and the rescaled
self energy, right (b). It is immediately obvious that
the overall features-low energy renormalization, spectral
weight suppression, lower Hubbard bands-are similar in
both methods. The position and sharpness of the fea-
tures, however, di↵er between the methods, in particular
at high energies. This is not surprising, given the ill-
posedness of the AC. Using the rescaled self energy puts
the position of the Hubbard bands even closer to what
is measured in ARPES. Nevertheless, in order to be con-
sistent with published data, we discuss both variants of
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tion of the low-energy spectrum itself is a rather universal
e↵ect, and, for example, also encapsulates the contribu-
tion from electronic interactions with low-energy bosonic
modes.

Here we present angle-resolved photoemission spec-
troscopy (ARPES) measurements of the electronic spec-
trum of the simplest iron-based superconductor with po-
tentially highest Tc [26, 27], iron selenide. The experi-
mental spectrum of the iron 3d band deviates strongly
from the LDA, but exhibits a full-scale match with spec-
tral function obtained by DMFT. Remarkably, along with
the sharp Fermi-liquid-like bands at the Fermi level, the
well-defined dispersive lower Hubbard band (LHB) is
present both in calculated and measured spectrum.

Energy-momentum cuts through the photoemission in-
tensity distribution measured in high symmetry direc-
tions for binding energies, !, up to 4 eV are presented
in Fig. 2 along with corresponding plots of the spec-
tral weight distribution obtained in DMFT calculations.
Both in ARPES and DMFT the electronic spectrum con-
sists of two parts: (1) renormalized bands with sharp
well defined dispersion at the Fermi level and (2) dif-
fuse spectral weight with weak but noticeable dispersion
at higher binding energies, with (1) and (2) being sepa-
rated by a stripe of spectral weight depletion. Such spec-

tral weight distribution is not compatible with single-
electron model, while it is common for the solution of
the Hubbard model, where (1) is called coherent spec-
tral weight, and (2) is the lower Hubbard band. Details
of the photoemission spectrum depend on experimental
conditions—photon energy, light polarization, position
in the momentum space, as relative photoemission ma-
trix element for di↵erent bands can vary in a wide range.
Nevertheless, the most prominent and important features
persist and match the counterparts in the calculation,
implying that DMFT captures all relevant peculiarities
of the spectrum. The position of the LHB in the calcu-
lated spectral function is subject to the ill-posed analytic
continuation problem. In the supplementary material we
show how di↵erent variants of analytic continuation can
change the position of the LHB such that it agrees very
well with the experimentally observed one in terms of
location and broadening. It is interesting to note that
a model for the spectral function with an empirical self-
energy of the simplest shape can reproduce the data sat-
isfactorily well [28], however it fails to reproduce the ex-
perimentally observed well-defined LHB separated by a
sharp stripe of spectral weight depletion, while these fea-
tures are inherent to the DMFT calculations.

Although the original paper by Hubbard presents Hub-

Electronic	
  correlaFons:	
  “Lower	
  Hubbard	
  bands”	
  

FeSe	
  

7

0

1

2

3

4

5

-1 0 1 -1 0 1 -1 0 1 -1 0 1 -1 0 1 -1 0 1 -1 0 1 -1 0 1 -1 0 1
Momentum

Bi
nd

in
g 

en
er

gy
 (e

V)

70eV 80eV 90eV 110eV 120eV 130eV 150eV 160eV 170eV

Fig. S 3: An energy-momentum cut passing through the � point, recorded at various photon energies and vertical light
polarization. The photon energies are indicated above the corresponding intensity plots. One can see that the distribution of
photoemission intensity in the region of binding energies 0.5..3 eV, where the LHB resides, is rather universal, implying that
although the matrix elements play important role, one can extract the parameters of the LHB from experiment with good
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function consists of rather broad peaks. In order to reveal
the true underlying distribution of the spectral weight,
we have performed measurements at di↵erent conditions.
A series of spectral images, recorded along the direction
passing through the Brillouin zone center, the � point, at
di↵erent photon energies, are presented in the Fig. S3.
The generic features of the spectral weight distribution,
such as positions of the coherent spectral weight, LHB,
a stripe of the spectral weight depletion between them
remain unchanged.

IV. LOWER HUBBARD BAND POSITION IN
DMFT

In the main text of this paper we included DMFT data
that is produced in accordance with Ref. S1, in order to
be consistent with published data. We use a continuous
time quantum Monte Carlo technique [S2] for the calcu-
lations, which produces Greens functions and self ener-
gies on the Matsubara frequency axis. In order to get
data on the real-frequency axis that can be compared to
the ARPES experiments, one faces the ill-posed analytic
continuation (AC) problem. In addition, the AC is not
defined to be used directly for self energy. For the data
in the main text-and also in Ref. S1—we used the fol-
lowing procedure. One defines an artificial Greens func-
tion, G̃(i!) = 1

i!�⌃(i!)+⌃DC , where ⌃DC is the double

counting correction. This G̃(i!) is continued to the real
frequency axis, which after inversion of above equation
leads to the real frequency ⌃(!). Since ⌃(i!) is damped
by the 1/i! tail of the Greens function, high energy fea-
tures of ⌃(!) are particularly smooth.

Here, we analyse the influence of this smoothening by
applying another scheme to do the analytic continuation
of the self energy. We modify ⌃(i!) directly, such that
it behaves as a Greens function. In other words, we de-
fine the artificial function ⌃̃(i!) by substracting the real

part of ⌃(i! ! 1), and rescaling it such that ⌃̃(i!) is
normalised to one. Then, one can apply AC directly to
⌃̃(i!).
In Fig. S4 we compare the two method, using the arti-

ficial Greens function G̃(i!), left (a), and the rescaled
self energy, right (b). It is immediately obvious that
the overall features-low energy renormalization, spectral
weight suppression, lower Hubbard bands-are similar in
both methods. The position and sharpness of the fea-
tures, however, di↵er between the methods, in particular
at high energies. This is not surprising, given the ill-
posedness of the AC. Using the rescaled self energy puts
the position of the Hubbard bands even closer to what
is measured in ARPES. Nevertheless, in order to be con-
sistent with published data, we discuss both variants of
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Electronic correlations were long suggested not only to be responsible for the complex-
ity of many novel materials, but also to form essential prerequisites for their intriguing
properties. Electronic behavior of iron-based superconductors is far from conven-
tional, while the reason for that is not yet understood. Here we present a combined
study of the electronic spectrum in the iron-based superconductor FeSe by means of
angle-resolved photoemission spectroscopy (ARPES) and dynamical mean field the-
ory (DMFT). Both methods in unison reveal strong deviations of the spectrum from
single-electron approximation for the whole 3d band of iron: not only the well sepa-
rated coherent and incoherent parts of the spectral weight are observed, but also a
noticeable dispersion of the lower Hubbard band (LHB) is clearly present. This way
we demonstrate correlations of the most puzzling intermediate coupling strength in
iron superconductors.

Mean field approach to the conduction electrons [1] be-
came a classical theory, and is one of the pillars on which
the breakthrough of technology in the 20th century re-
sides. At the same time the potential of the electronic
systems, obedient to the pure band theory, seems to be
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Fig. 1: Schematic representation of the electronic bands with-
out and with correlations. Within mean field approach the
electronic spectrum of a crystalline solid consists of bands
with well-defined dispersion (left), while in the case of strong
electron-electron correlations, Hubbard bands are formed
(right).
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largely depleted by now. As opposed to the case of negli-
gible correlation e↵ects, the Hubbard model [2] is known
to provide a solution in the polar extreme of dominating
electronic correlations (see Fig. 1). Interesting proper-
ties of many new materials in the scope of the modern
condensed matter physics are often found for the regime
lying in between normal band metal and correlated insu-
lator [3, 4]. However there is little information as for the
actual degree of the electron-electron interaction strength
for relevant materials as well as for comprehensive theo-
retical treatment of the problem.

Electronic correlations were conjectured to be vital for
abnormally high critical temperatures in unconventional
superconductors [5–9]. In best-known material class, ex-
hibiting highest transition temperatures,—cuprates—
the superconductivity rises when additional charge car-
riers are doped into the antiferromagnetic Mott insula-
tor [10, 11], immediately invoking the suggestion that
correlations are relevant. Although many subclasses of
iron-based superconductors exhibit a phase diagram very
similar to cuprates [12–14], there is no evidence for in-
sulating behaviour at any doping level, questioning the
degree of correlation strength and their importance in
this case. At the same time various experimental tech-
niques have shown that the electronic states at the Fermi
level are renormalized three and more times with respect
to the predictions of the local density approximation
theory (LDA) [15–20]. Encouragingly similar estimate
for band renormalization was obtained in the dynamical
mean field theory (DMFT) calculations [21–25]. How-
ever, it is still not entirely clear to which extent the un-
derlying physics was captured by DMFT, as renormaliza-
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Fig. 2: Electronic spectra of FeSe measured by ARPES and calculated by DMFT. Top row: distribution of the spectral weight
for 3d band of iron, measured by ARPES along high-symmetry directions in the Brillouin zone. Bottom row: spectral function
resulting from DMFT calculations for the same directions. Comparison of DMFT and ARPES shows very good agreement in
terms of general structure of the spectrum: In both cases there are squeezed bands with sharp dispersion at the Fermi level,
which are separated from the lower Hubbard band by a stripe of spectral weight depletion.

tion of the low-energy spectrum itself is a rather universal
e↵ect, and, for example, also encapsulates the contribu-
tion from electronic interactions with low-energy bosonic
modes.

Here we present angle-resolved photoemission spec-
troscopy (ARPES) measurements of the electronic spec-
trum of the simplest iron-based superconductor with po-
tentially highest Tc [26, 27], iron selenide. The experi-
mental spectrum of the iron 3d band deviates strongly
from the LDA, but exhibits a full-scale match with spec-
tral function obtained by DMFT. Remarkably, along with
the sharp Fermi-liquid-like bands at the Fermi level, the
well-defined dispersive lower Hubbard band (LHB) is
present both in calculated and measured spectrum.

Energy-momentum cuts through the photoemission in-
tensity distribution measured in high symmetry direc-
tions for binding energies, !, up to 4 eV are presented
in Fig. 2 along with corresponding plots of the spec-
tral weight distribution obtained in DMFT calculations.
Both in ARPES and DMFT the electronic spectrum con-
sists of two parts: (1) renormalized bands with sharp
well defined dispersion at the Fermi level and (2) dif-
fuse spectral weight with weak but noticeable dispersion
at higher binding energies, with (1) and (2) being sepa-
rated by a stripe of spectral weight depletion. Such spec-

tral weight distribution is not compatible with single-
electron model, while it is common for the solution of
the Hubbard model, where (1) is called coherent spec-
tral weight, and (2) is the lower Hubbard band. Details
of the photoemission spectrum depend on experimental
conditions—photon energy, light polarization, position
in the momentum space, as relative photoemission ma-
trix element for di↵erent bands can vary in a wide range.
Nevertheless, the most prominent and important features
persist and match the counterparts in the calculation,
implying that DMFT captures all relevant peculiarities
of the spectrum. The position of the LHB in the calcu-
lated spectral function is subject to the ill-posed analytic
continuation problem. In the supplementary material we
show how di↵erent variants of analytic continuation can
change the position of the LHB such that it agrees very
well with the experimentally observed one in terms of
location and broadening. It is interesting to note that
a model for the spectral function with an empirical self-
energy of the simplest shape can reproduce the data sat-
isfactorily well [28], however it fails to reproduce the ex-
perimentally observed well-defined LHB separated by a
sharp stripe of spectral weight depletion, while these fea-
tures are inherent to the DMFT calculations.

Although the original paper by Hubbard presents Hub-
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Fig. 3: Spectral function of iron and selenium bands in FeSe as seen by LDA, DMFT and ARPES. Top raw: electronic bands
obtained in LDA calculations, spectral weight distribution from DMFT and spectra measured by ARPES. The main deviation
of the DMFT and ARPES spectra from LDA is separation of iron 3d band into renormalized bands with clear dispersion at the
Fermi level and weakly dispersive lower Hubbard band. At the same time selenium 4p bands are renormalized with respect to
LDA neither in DMFT nor in ARPES. Bottom raw: sketch illustrating structure of the electronic spectrum with and without
electronic correlations.

bard bands as possessing energy dispersion reminiscent of
the unperturbed band [2], commonly they are depicted
and thought of as non-dispersive spectral weight. The
LHB, that we observe here, indeed exhibits large elec-
tron scattering rate and is not sharp. At the same time
we do observe appreciable dispersion, equally in ARPES
and DMFT: the LHB has minimum and is defined best
at the M point, it disperses upwards and looses intensity
when departing from the M point in any direction. One
of the possible interpretations of the observed picture is
that LHB emerges out of the states that would be located
at the bottom of the iron band in absence of correlations.

We analysed the orbital content of the lower Hubbard
band in the calculated spectrum, and found non-zero con-
tributions from all the orbitals. In particular, also the
eg-like orbitals (z2 and x2 � y2), contribute, and their
contribution is also located at higher binding energies
as compared to the most correlated xy orbitals. This
might appear puzzling at first sight, since the eg orbitals
are— thanks to its hybridisation pseudo-gap at the Fermi
level— significantly less correlated than the t2g orbitals.

In the supplementary material, we demonstrate that this
is not a contradiction: on the contrary, as we show there,
the hybridization gap facilitates the detection of the LHB
since it pushes the overall feature to lower energies, sep-
arating it better from the remaining spectral weight. In
contrast, for the xy orbital the Hubbard band is very
close to the quasiparticle excitations around the Fermi
level and makes it more di�cult to separate.

It is instructive to compare spectral functions obtained
by LDA, DMFT and ARPES in even wider energy range,
encompassing both iron and selenium bands. In Fig. 3 we
present spectra in the range up to 8 eV of binding energy.
Interestingly, the bands, predominantly derived from the
selenium orbitals, exhibit little deviation from the LDA
calculation, which contrasts the described above behav-
ior of the iron-derived bands. Selenium 4p bands both in
ARPES and DMFT are not renormalized with respect to
LDA and exhibit moderate electron scattering. Still, one
can point out that both in DMFT and in ARPES they
are consistently located at a higher binding energy, as
compared to the LDA. Very low intensity is explained by
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Electronic correlations were long suggested not only to be responsible for the complex-
ity of many novel materials, but also to form essential prerequisites for their intriguing
properties. Electronic behavior of iron-based superconductors is far from conven-
tional, while the reason for that is not yet understood. Here we present a combined
study of the electronic spectrum in the iron-based superconductor FeSe by means of
angle-resolved photoemission spectroscopy (ARPES) and dynamical mean field the-
ory (DMFT). Both methods in unison reveal strong deviations of the spectrum from
single-electron approximation for the whole 3d band of iron: not only the well sepa-
rated coherent and incoherent parts of the spectral weight are observed, but also a
noticeable dispersion of the lower Hubbard band (LHB) is clearly present. This way
we demonstrate correlations of the most puzzling intermediate coupling strength in
iron superconductors.

Mean field approach to the conduction electrons [1] be-
came a classical theory, and is one of the pillars on which
the breakthrough of technology in the 20th century re-
sides. At the same time the potential of the electronic
systems, obedient to the pure band theory, seems to be
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Fig. 1: Schematic representation of the electronic bands with-
out and with correlations. Within mean field approach the
electronic spectrum of a crystalline solid consists of bands
with well-defined dispersion (left), while in the case of strong
electron-electron correlations, Hubbard bands are formed
(right).
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largely depleted by now. As opposed to the case of negli-
gible correlation e↵ects, the Hubbard model [2] is known
to provide a solution in the polar extreme of dominating
electronic correlations (see Fig. 1). Interesting proper-
ties of many new materials in the scope of the modern
condensed matter physics are often found for the regime
lying in between normal band metal and correlated insu-
lator [3, 4]. However there is little information as for the
actual degree of the electron-electron interaction strength
for relevant materials as well as for comprehensive theo-
retical treatment of the problem.

Electronic correlations were conjectured to be vital for
abnormally high critical temperatures in unconventional
superconductors [5–9]. In best-known material class, ex-
hibiting highest transition temperatures,—cuprates—
the superconductivity rises when additional charge car-
riers are doped into the antiferromagnetic Mott insula-
tor [10, 11], immediately invoking the suggestion that
correlations are relevant. Although many subclasses of
iron-based superconductors exhibit a phase diagram very
similar to cuprates [12–14], there is no evidence for in-
sulating behaviour at any doping level, questioning the
degree of correlation strength and their importance in
this case. At the same time various experimental tech-
niques have shown that the electronic states at the Fermi
level are renormalized three and more times with respect
to the predictions of the local density approximation
theory (LDA) [15–20]. Encouragingly similar estimate
for band renormalization was obtained in the dynamical
mean field theory (DMFT) calculations [21–25]. How-
ever, it is still not entirely clear to which extent the un-
derlying physics was captured by DMFT, as renormaliza-
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superconductivity in iron chalcogenides
J. K. Glasbrenner1*, I. I. Mazin2, Harald O. Jeschke3, P. J. Hirschfeld4, R. M. Fernandes5

and Roser Valentí3

Over the past few years iron chalcogenides have been intensively studied as part of the wider family of iron-based
superconductors, with many intriguing results reported so far on intercalated and monolayer FeSe. Nevertheless, bulk
FeSe itself remains an unusual case when compared with pnictogen-based iron superconductors, and may hold clues to
understanding the more exotic derivatives of the FeSe system. The FeSe phase diagram is distinct from the pnictides: the
orthorhombic distortion, which is likely to be of a ‘spin-nematic’ nature in numerous pnictides, is not accompanied bymagnetic
order in FeSe, and the superconducting transition temperature Tc rises significantly with pressure before decreasing. Here
we show that the magnetic interactions in FeSe, as opposed to most pnictides, demonstrate an unusual and unanticipated
frustration, which suppresses magnetic (but not nematic) order, triggers ferro-orbital order in the nematic phase and can
naturally explain the non-monotonic pressure dependence of the superconducting critical temperature Tc(P).

A lthough full consensus regarding the mechanism of high-
temperature superconductivity in Fe-based superconductors
(FeBS) remains elusive, nearly all researchers agree that it

is unconventional and that it has a magnetic origin1,2. However,
there is a divergence of opinion on the nature of the electrons
responsible for magnetism. There is an itinerant approach based
on calculating the spin susceptibility with moderate Coulomb
(Hubbard) andHund’s interactions3–9 as well as a localized approach
where itinerant electrons responsible for conduction and the Fermi
surface interact with local spins10,11. Finally, there is an increasingly
popular description where the electrons have a dual character
and provide the local moments, the interaction between them,
and the electronic conductivity12–15. Within this picture, FeBS can
still be reasonably mapped onto a short-range model of pairwise
interactions between the local moments.

Following the discovery of the FeBS, there weremultiple attempts
to map the magnetic interactions onto the Heisenberg model.
The J1–J2 model on the square lattice16 with nearest-neighbour
(J1) and next-nearest-neighbour (J2) exchange couplings was a
natural starting point that required markedly di�erent couplings
for ferro- and antiferromagnetic neighbours, J1a ⌧ J1b, to reproduce
the observed spin waves17,18 and ab initio calculations19; it also
failed to describe the double-stripe configuration (see Fig. 1 for
pattern definition) in FeTe (refs 20,21). The model was extended
to include third-neighbour exchange J3 (ref. 22) to reproduce the
FeTe magnetic ground state. However, only the Ising model has this
configuration as a solution, and in the Heisenberg model it is not a
ground state for any set of parameters23,24. Therefore adding J3 does
not solve the problem. Furthermore, J1a ⌧ J1b implies an unphysical
temperature dependence of the exchange constants, because, as T
approaches TN , J1a ! J1b by symmetry.

There were attempts to overcome these problems by adding the
nearest-neighbour biquadratic exchange interaction K (Si · Sj)

2 to
the J1–J2 (refs 19,25) or J1–J2–J3 (ref. 26) Heisenberg model. The

three-neighbour Heisenberg model with biquadratic term (denoted
J1–J2–J3–K model from now on) eliminates the need for the J1a,1b
anisotropy of the nearest-neighbour exchange and, for su�ciently
large K and J3, has a ground state consistent with that of FeTe. The
biquadratic coupling in this model is also essential to explain the
splitting between the antiferromagnetic and orthorhombic phase
transitions in the Fe pnictides27,28.

Whereas the magnetism in Fe pnictides is qualitatively explained
by the J1–J2–J3–K model, the Fe chalcogenides remain problematic.
Specifically, there are two important unresolved controversies
regarding bulk FeSe. First, it shows a structural transition at
Ts ⇠90K but, contrary to the Fe pnictides, no magnetic order
is observed below Ts. Instead, an extended nematic region is
detected29,30 and the system becomes superconducting at Tc ⇠ 8K.
Second, the superconducting Tc first increases with pressure and
then decreases, forming a dome31. This is in apparent contradiction
with the expectation of a decreasing Tc with pressure when
magnetism is absent.

In the present work we propose a solution to this mystery and
generalize the results to the family of Fe chalcogenides FeSe/Te.
We show, using ab initio density functional theory calculations and
e�ectivemodel considerations, that both controversies are related to
unusual magnetic frustration, absent in most pnictides. Further, we
propose a phenomenological model that reflects our density func-
tional theory findings and their relation to nematic order in FeSe.

We also show that J1–J2–J3–K is the minimal spin model that
includes the relevant complexity of the low-energy magnetism in
Fe chalcogenides. Although a complete description of magnetic
excitations in FeBS in terms of a local spin model seems impossible
owing to considerable itinerancy (as manifested already by the
relatively large values of J3 and K ), the local energy physics can be
reasonably well visualized with the help of the J1–J2–J3–K model.
Herewe provide, for the first time, the fullmean-field phase diagram
for this model, which illustrates our ab initio findings.
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Nematicity and quantum paramagnetism in FeSe
FaWang1,2, Steven A. Kivelson3 and Dung-Hai Lee4,5*

In common with other iron-based high-temperature superconductors, FeSe exhibits a transition to a ‘nematic’ phase below
90K in which the crystal rotation symmetry is spontaneously broken. However, the absence of strong low-frequency magnetic
fluctuations near or above the transition has been interpreted as implying the primacy of orbital ordering. In contrast, we
establish that quantum fluctuations of spin-1 local moments with strongly frustrated exchange interactions can lead to a
nematic quantum paramagnetic phase consistent with the observations in FeSe. We show that this phase is a fundamental
expression of the existence of a Berry’s phase associated with the topological defects of a Néel antiferromagnet, in a manner
analogous to that which gives rise to valence bond crystal order for spin-1/2 systems. We present an exactly solvable model
realizing the nematic quantum paramagnetic phase, discuss its relation with the spin-1 J1–J2 model, and construct a field theory
of the Landau-forbidden transition between the Néel state and this nematic quantum paramagnet.

Insulating quantum paramagnets (PM) are magnetic systems
with only short-range antiferromagnetic (AF) correlations even
at zero temperature. Examples of quantum paramagnetic states

include valence bond solids, symmetry-protected topological
states, and spin liquids. Interest in quantum paramagnets was
greatly intensified following the proposal1 (since shown to be
incorrect) that the parent insulator of the cuprate high-temperature
superconductors (HTSC) might be a spin liquid. Because of the
proposed relevance to the cuprates, special attention has been paid
to square lattice S = 1/2 systems, and in particular to the J1–J2
Heisenberg model,

H = J1
X

hiji
Si · Sj + J2

X

hh jkii
Sj · Sk (1)

where hiji and hh jkii denote nearest-neighbour (NN) and second
neighbour pairs of sites and J1, J2 are the associated coupling
constants. Numerical studies have shown2–4 that the ground state
of equation (1) has Néel AF order for 0 J2/J1 . 0.4 and stripe AF
order (see Fig. 1a,b) for 0.6. J2/J1. Both these phases have gapless
S=1 (spin wave) excitations. For 0.4. J2/J1 . 0.6 the ground state
seems to have no magnetic order. However, there remain important
unresolved issues concerning the precise character of this phase or
phases; at least for 0.5. J2/J1 . 0.6 there is fairly compelling evidence
of translation-symmetry-breaking valence band solid order with an
energy gap for spin-1 excitations.

The curious fact that on restoring the spin rotation symmetry
the breaking of spatial translation symmetry follows, rests on a
uniquely quantum mechanical e�ect associated with the Berry’s
phase of the monopole events5,6. A monopole (anti-monopole) is a
spacetime event (see Fig. 2a) across which the ‘skyrmion number’
(see the caption of Fig. 2) changes by +1(�1). The proliferation of
monopoles randomizes the Néel order parameter, hence causing the
system to become a PM. In ref. 5, it was argued thatmonopole events
contribute to the path integral with a phase factor that depends on
the monopole’s spatial location (see Fig. 2b,c).

Spin models based on local moments, such as the J1–J2 model,
have found renewed applications in the young field of iron-based

superconductivity. The iron-based HTSCs have layers of Fe2+
ions which form a square lattice at high temperatures. Many
experimental and theoretical studies have concluded that, with the
possible exception of heavily phosphorus-doped members of the
122 family, the electronic correlations in the iron-based materials,
in particular in the iron chalcogenides, are strong7–9. Moreover,
relatively large local magnetic moments in many of these materials
have been inferred10. For FeSe the itinerant electrons give rise
only to tiny Fermi pockets11–14. Thus, it is plausible that the
magnetism of FeSe can be addressed using a spin model as a
starting point.

For many iron-based materials, depending on the doping level,
there is ‘stripe’ AF order at low temperatures (see Fig. 1a,b). Owing
to the breaking of crystal rotation symmetry the stripe order is
accompanied by a tetragonal to orthorhombic lattice distortion. In
some cases—for example, in electron-doped Ba-122 materials—the
lattice distortion can exist without stripe order (see Fig. 3a). In ref. 15
it was shown that the distortion is driven by electronic nematicity
rather than a lattice (phonon) instability. It has been argued that
such nematicity reflects an underlying stripe ordering tendency, and
the reason it can exist without themagnetic order is because thermal
fluctuations of the continuously varying spin orientation are more
severe than those of the discrete nematic director16–18.

A potential problem with this perspective is the thermal
evolution observed in FeSe crystals, in which nematicity onsets
at Tnem ⇠ 90K, but there is no magnetic ordering down to the
lowest measured temperatures, suggesting the possibility of a zero-
temperature nematic quantum PM phase (Fig. 3b). This fact,
coupled with the absence of any observed enhancement of the low-
frequencymagnetic fluctuations atTnem (refs 19,20), has ledmany to
concluded that the nematicity in FeSe is driven by orbital ordering.

Certainly, it is clear that within a local moment picture the
lack of magnetic order implies that the spin–spin interactions must
be highly frustrated; this is true regardless of what causes the
nematic ordering. Thus in the following we ask, ‘Can frustrated spin
interactions alone drive a nematic quantum PM state?’

We consider models in which each Fe2+ possesses a localized
spin 1 (for example, the S=1 version of the model in equation (1)).
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Motivated by the properties of the iron chalcogenides, we study the phase diagram of a generalized
Heisenberg model with frustrated bilinear-biquadratic interactions on a square lattice. We identify zero-
temperature phases with antiferroquadrupolar and Ising-nematic orders. The effects of quantum fluctua-
tions and interlayer couplings are analyzed. We propose the Ising-nematic order as underlying the structural
phase transition observed in the normal state of FeSe, and discuss the role of the Goldstone modes of the
antiferroquadrupolar order for the dipolar magnetic fluctuations in this system. Our results provide a
considerably broadened perspective on the overall magnetic phase diagram of the iron chalcogenides and
pnictides, and are amenable to tests by new experiments.

DOI: 10.1103/PhysRevLett.115.116401 PACS numbers: 71.10.Hf, 71.27.+a, 71.55.-i, 75.20.Hr

Introduction.—Because superconductivity develops near
magnetic order in most of the iron pnictides and chalco-
genides, it is important to understand the nature of their
magnetism. The iron pnictide families typically have parent
compounds that show a collinear ðπ; 0Þ antiferromagnetic
order [1]. Lowering the temperature in the parent com-
pounds gives rise to a tetragonal-to-orthorhombic distor-
tion, and the temperature Ts for this structural transition is
either equal to or larger than the Néel transition temperature
TN . A likely explanation for Ts is an Ising-nematic
transition at the electronic level. It was recognized from
the beginning that models with quasilocal moments and
their frustrated Heisenberg J1-J2 interactions [2] feature
such an Ising-nematic transition [3–6]. Similar conclusions
have subsequently been reached in models that are based on
Fermi-surface instabilities [7].
The magnetic origin for the nematicity fits well with the

experimental observations of the spin excitation spectrum
observed in the iron pnictides. Inelastic neutron scattering
experiments [8] in the parent iron pnictides have revealed a
low-energy spin spectrum whose equal-intensity counters
in the wave vector space form ellipses near ð#π; 0Þ and
ð0;#πÞ. At high energies, spin-wave-like excitations are
observed all the way to the boundaries of the underlying
antiferromagnetic Brillouin zone [9]. These features are
well captured by Heisenberg models with the frustrated
J1-J2 interactions and biquadratic couplings [10,11],
although at a refined level it is also important to incorporate
the damping provided by the coherent itinerant fermions
near the Fermi energy [10].
Experiments in bulk FeSe do not seem to fit into this

framework. FeSe is one of the canonical iron chalcogenide

superconductors [12,13]. In the single-layer limit, it
currently holds particular promise towards a very high
Tc superconductivity [14–16] driven by strong correla-
tions [17]. In the bulk form, this compound displays a
tetragonal-to-orthorhombic structural transition, with
Ts ≈ 90 K, but no Néel transition has been detected
[18–21]. This distinction has been interpreted as pointing
towards the failure of the magnetism-based origin for the
structural phase transition [20,21]. At the same time, experi-
ments have also revealed another aspect of the emerging
puzzle. The structural transition clearly induces dipolar
magnetic fluctuations [20,21].
In this Letter, we show that a generalized Heisenberg

model with frustrated bilinear-biquadratic couplings on a
square lattice contains a phase with both a ðπ; 0Þ antiferro-
quadrupolar (AFQ) order and an Ising-nematic order. The
model in this regime displays a finite-temperature transition
into the Ising-nematic order and, in the presence of interlayer
couplings, also a finite-temperature transition into the AFQ
order. We suggest that such physics is compatible with the
aforementioned and related properties of FeSe. The
Goldstone modes of the AFQ order are responsible for
the onset of dipolar magnetic fluctuations near the wave
vector ðπ; 0Þ, which is experimentally testable.
Model.—We consider a spin Hamiltonian with S ≥ 1 on

a two-dimensional (2D) square lattice:

H ¼ 1

2

X

i;δn

fJnSi · Sj þ KnðSi · SjÞ2g; ð1Þ

where j ¼ iþ δn, and δn connects site i and its n-th nearest
neighbor sites with n ¼ 1, 2, 3. Here Jn and Kn are,
respectively, the bilinear and biquadratic couplings
between the n-th nearest neighbor spins. For iron pnictides
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FIG. 1: Low-energy states and potential instabilities. The orbital content of the 2D Fermi

surface of the Fe-based superconductors is plotted together with the changes in the fermionic

excitations promoted by one of three electronic instabilities – s+≠ superconductivity, stripe SDW

magnetism, and nematicity (breaking of C4 lattice rotational symmetry), which necessary gives

rise to orbital order. The low-energy excitations live near hole-pockets centered at the � point

(k
x

= k
y

= 0), and near electron pockets centered at (0, fi) (fi, 0) in 1Fe Brillouin zone. Excitations

near the hole pockets are made out of d
xz

and d
yz

orbitals, while the ones near the electron

pockets are made out of d
xz

and d
xy

(d
yz

and d
xy

) orbitals. (Refs.[3, 4]). In some systems,

there exists a third hole pocket (not shown) centered at (fi, fi) and made out of the d
xy

orbital.

s+≠ superconductivity gaps out low-energy excitations, and the superconducting order parameter

changes sign between hole and electron pockets. Stripe SDW magnetism with momentum (0, fi) or

(fi, 0) (shown) mixes hole and electron states by band-folding and split hole and electron pockets

into even smaller sub-pockets. Orbital order elongates the two hole pockets in opposite directions

and makes one electron pocket larger and the other one smaller.
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superconductors. To elucidate the interplay between them and ultimately unveil the pairing mech-

anism, several models have been investigated. In models with quenched orbital degrees of freedom,

magnetic fluctuations promote stripe magnetism which induces orbital order. In models with

quenched spin degrees of freedom, charge fluctuations promote spontaneous orbital order which

induces stripe magnetism. Here we develop an unbiased approach, in which we treat magnetic and

orbital fluctuations on equal footing. Key to our approach is the inclusion of the orbital charac-

ter of the low-energy electronic states into renormalization group analysis. Our results show that

in systems with large Fermi energies, such as BaFe2As2, LaFeAsO, and NaFeAs, orbital order is

induced by stripe magnetism. However, in systems with small Fermi energies, such as FeSe, the

system develops a spontaneous orbital order, while magnetic order does not develop. Our results

provide a unifying description of di�erent iron-based materials.
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Effect of nematic ordering on 
electronic structure of FeSe
A. Fedorov1,2,3, A. Yaresko4, T. K. Kim5, Y. Kushnirenko1, E. Haubold1, T. Wolf6, M. Hoesch5, 
A. Grüneis2, B. Büchner1 & S. V. Borisenko1

Electronically driven nematic order is often considered as an essential ingredient of high-temperature 
superconductivity. Its elusive nature in iron-based superconductors resulted in a controversy not only 
as regards its origin but also as to the degree of its influence on the electronic structure even in the 
simplest representative material FeSe. Here we utilized angle-resolved photoemission spectroscopy 
and density functional theory calculations to study the influence of the nematic order on the electronic 
structure of FeSe and determine its exact energy and momentum scales. Our results strongly suggest 
that the nematicity in FeSe is electronically driven, we resolve the recent controversy and provide the 
necessary quantitative experimental basis for a successful theory of superconductivity in iron-based 
materials which takes into account both, spin-orbit interaction and electronic nematicity.

Identification of the driving force behind an ordering phenomenon in a solid is one of the most fundamental ques-
tions of the condensed matter physics. The solution of this problem for the nematic phase of iron-based supercon-
ductors (IBS) has a special meaning since it may shed light on the origin of the electronic pairing itself. FeSe is a 
very convenient system for the identification of the interaction governing the tetragonal-to-orthorhombic tran-
siton since static magnetic ordering, which breaks time-reversal symmetry in other IBS at lower temperatures, is 
not observed. The debates, however, are still very lively even concerning this material. First, it is not entirely clear 
whether this nematic transition is of electronic or lattice origin. Second, if it is the former, is it spin- or orbital 
driven? Finally, what is the energy scale of the phenomenon? Knowing the answers to these questions would not 
only assist one to choose between sign-preserving and sign-changing superconducting order parameter but also 
would clarify the role of nematicity in the mechanism of high-temperature superconductivity.

The direct way to understand the nature of the transition is to study its influence on the electronic structure of 
FeSe. Recent ARPES results are controversial: from one side1–7 a gigantic energy splitting of the order of 50 meV 
(≈ 600 K) has been reported to occur below the structural transition at Ts =  87 K; from the other side, no influence 
of nematicity on the electronic structure has been directly resolved8, at least on the scale larger than 10 meV9. In 
this study we explore the electronic structure of FeSe by using high-resolution ARPES and first principle DFT cal-
culations with a new precision. These methods provide an explicit picture of the FeSe electronic structure and its 
evolution through the fourfold symmetry breaking phase transition in the broad temperature range. Our results 
suggest that the experimental electronic structure of FeSe cannot be fully explained by usual lattice deformation 
thus clearly implying the electronic origin of the nematic transition. Furthermore, we precisely determine the 
energy and momentum scales of the variations of the spectral function below Ts which remarkably agree with this 
temperature scale (87 K) and speculate about their magnetic or orbital origin.

Breakdown of Tetragonal Symmetry
To understand the general features of the electronic structure of FeSe in the ordered phase let us start by present-
ing a comparison of low temperature ARPES data and band structure calculations in Fig. 1a,b on a relatively large 
energy scale of hundreds of meV. Even at a first glance there is a good correspondence between the calculated in 
tetragonal phase (above transition) dispersions and experimental features. This qualitative agreement becomes 
quantitative if one performs two typical for IBS transformations: orbital-dependent renormalizations and rela-
tive energy shift of the constructions in the center and the corner of the Brillouin Zone (BZ). While the former 
transformation is due to the Hund-rule coupling and is well captured by the DMFT calculations10,11, the latter is 
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not yet well understood, but can be related either to the so called s±  Pomeranchuk instability12,13 or particle–hole 
asymmetry14. We note that such a shift, unlike the usually exercised “rigid” shift of the Fermi level, preserves the 
number of charge carriers in the system and results in singular Fermi surfaces in all known IBS e.g.9,15. Position 
of the Fermi level corresponding to the experimentally observed one is schematically indicated in Fig. 1b by the 
dashed green line. Another effect responsible for the discrepancy between the experiment and calculations is the 
stronger renormalization of the dxy band. Obviously, if all the bands were renormalized by the same factor, there 
would be no qualitative difference between two panels, provided the above mentioned shift is absent. Comparing 
the states marked by blue color (dxy) one notices reported before8 renormalization factor of 9, vs. “usual” factor ≈ 
3 for the rest of the bands. The main observation here is that the electronic structure of FeSe measured deep in the 
ordered state (T <  Ts) is very reasonably described by the calculations in the tetragonal phase, meaning that the 
nematic order does not alter the electronic structure significantly.

The Fermi surface map of FeSe featuring the typical for IBS hole- and electron-like pockets is shown in Fig. 1c. 
We further focus our attention on the electron pockets in the corners of the BZ and discuss the data taken along 
many different cuts in momentum, not only high-symmetry one, as in Fig. 1 panel a. In Fig. 1d we compare the 
experimental Fermi surface map in the vicinity of the corner of the BZ with the calculated one (Fig. 1f), simulated 
by the integration within 5 meV of slightly broadened in energy and momentum (to mimic experimental reso-
lution) band structure at 250 meV binding energy of bare DFT results. Corresponding energy-momentum cuts 
taken at different values of kx are shown in Fig. 1e with respective simulated intensity plots of the DFT results in 
Fig. 1g. Again, we observe a remarkable qualitative correspondence both in energy and momentum for all cuts. We 
note that the larger electron pocket appears much shallower in the experiment because of the stronger renormali-
zation of the dxy band mentioned earlier. It is also clear now that the apparently elongated ellipses can be elongated 
already in the tetragonal phase, mostly because the experimental Fermi level runs close to the bottoms of the 
electron pockets and the nematicity1–4,6,7 or the orbital dependent Fermi surface shrinking5 plays secondary role.

Figure 1. ARPES data compared to corresponding band-structure calculations of the tetragonal phase 
of FeSe. (a) ARPES intesity along the diagonal of the BZ; (b) full relativistic (solid lines) and scalar-relativistic 
(symbols) calculations for the tetragonal phase; red symbols represent dxz,yz states, blue symbols represent dxy 
states; (c) ARPES-derived Fermi surface map acquired at hν =  100 eV showing the full Brillouin zone with the 
hole-like pocket in its center and electron-like pockets in its corners; (d) high-resolution Fermi surface map 
of electron pockets measured at hν =  28 eV; (e) momentum-energy intensity maps taken at 0.2, 0.15, 0.1, 0.5, 
0 Å−1 from the center (0.82 Å−1) of electron pockets; (f) electron pockets simulated by the integration within 
5 meV of band structure at 250 meV binding energy of bare DFT results; (g) corresponding to panel e calculated 
momentum-energy intensity maps.
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Temperature Dependence of The Electronic Structure
Now we would like to trace the detected changes across the structural transition. First we provide the evidence 
that the mentioned above elongation of the electron pockets is indeed present in the normal state. The Fermi sur-
face maps taken below (10 K) and well above (270 K) the structural transition in Fig. 3b,c both feature the electron 
pocket of elliptical shape. This means that the effects of nematicity are more subtle than it was believed earlier1–7. 
In Fig. 3d–f we present the much discussed temperature dependence of the EDC from the corner of the BZ. As 
we have demonstrated in Fig. 2 this EDC at low temperatures consists of four peaks, which can be made more 
visible by selecting particular experimental conditions (photon energy and geometry) to minimize the influence 
of matrix element effects. This is in contrast to what has been reported before1–7. Moreover, the EDC at higher 
temperatures has two components, as expected from the calculations of the tetragonal phase. Because of relatively 
high temperatures this splitting is not seen directly, but the characteristic lineshape of the EDC and its second 
derivative (Fig. 3f) clearly show the presence of two components. We note that the appearance of the especially 
prominent peak closest to the Fermi level is due to the two factors. First is the lower temperature which is known 
to expose sharp peaks residing close to the Fermi level because of the Fermi function which enters the expression 
for ARPES photocurrent. Second is the slightly asymmetric splitting of the bottom of the smaller electron pocket 
seen in the calculations of the orthorhombic phase (Fig. 2b). The binding energy of the closest to EF split compo-
nent is only a few meV. We note that the splitting due to a ≠  b (10 meV) is not very large and was therefore elusive 
before. It is not equally clearly seen at arbitrary experimental conditions (compare EDCs from Figs 2 and 3).  
Sometimes it appears only as a shoulder near the more intense counterpart which is due to the matrix element 

Figure 3. (a) High resolution ARPES data along the shortest A–A direction in vicinity of the A point; (b) high 
resolution ARPES derived Fermi surface in vicinity of A point measured with hν =  28 eV and T =  10 K;  
(c) ARPES derived Fermi surface in vicinity of A point measured with hν =  28 eV and T =  270 K; (d) EDC 
curves taken at the A point measured at temperatures from 10 K to 150 K; (e,f) color plot representation of data 
from panel (d) and its second derivative, respectively.

www.nature.com/scientificreports/
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effects. By now we can state that the effect of nematic ordering is indeed observed by ARPES, but its magnitude is 
of the order of 10 meV and what is more important, it is nicely described by the conventional band structure cal-
culations which take into account spin-orbit interaction and orthorhombic distortion of the lattice. No attempts 
to simulate magnetism or orbital ordering have been made in the calculations. At this stage, one is tempted to 
conclude that the nematic phase in FeSe is just a consequence of the phonon-driven structural transition, which 
occurs because of the softening and subsequent freezing out of a particular phonon mode.

However, in order to draw the final conclusions we first have to investigate the center of the BZ with the same 
precision. Coming back to the results of the calculations in Fig. 2b, one easily notices that the red, blue and green 
dispersions forming the hole-like Fermi surfaces nearly coincide, in sharp contrast to the situation in the corner 
of BZ. This means that the calculations predict negligible variations of the electronic structure in this part of the 
reciprocal space both upon entering the tetragonal phase and between domains. In Fig. 4 we present correspond-
ing experimental data. The high-precision Fermi surface mapping reveals a complicated structure (Fig. 4a) which 
upon closer consideration is explained by crossed ellipses of the kind we observed in the case of electron-like 
pockets earlier (Fig. 4b). The presence of crossed ellipses in the center of the BZ has been also observed and 
discussed earlier4,17. The cut through the non-degenerate sections of these ellipses (red arrow in Fig. 4a) shown 
in Fig. 4c and its second derivative (Fig. 4d) unambiguously demonstrate that experimental electronic structure 
deviates from the calculated one. Taking into account that xy-dispersion does not come close to the Fermi level 
(Fig. 1a), one clearly sees three other dispersing features in the immediate vicinity of the Fermi level, instead of 
two. It means that experimentally the xz/yz dispersions are indeed different for two domains and this difference 
is strongly underestimated by the calculations. Since the results of our calculations are associated with the con-
ventional phonon-driven structural transition, here we see the evidence for a much stronger effect which must be 
triggered by the interaction of different kind; in this case, obviously electronic in nature.

Remarkably, the energy scale approximately coincides with the one extracted from the splittings at M-point: 
the energy separation of the dispersions which cross the Fermi level is of the order of 15 meV (see Fig. 4b). This 
is in line with the previous theoretical arguments of Fernandes and Vafek18. Indeed, the splitting of the bands in 
the center of the BZ and of bottom of the shallower electron pocket have been associated with the lifting of degen-
eracy of the xz/yz bands, while the splitting of the bottom of the deeper electron pocket is due to the hopping 
anisotropy of xy states. From Fig. 2g one can see that both are of the same order of magnitude with the latter being 
slightly smaller. Using the same approach18 and knowing the energy scale of nematic order obtained in the present 
paper, we can determine the contribution of the spin-orbit interaction to the splitting of the xz/yz bands in the 
center of the BZ more precisely. From the previously detected total splitting of 25 meV9 only 20 meV are due to 
spin-orbit coupling (252 =  202 +  152). Exactly such splitting is directly observed in the center of the BZ above Ts.

Experiment tells us that the modifications of the electronic structure of FeSe upon entering nematic phase are 
stronger near the center of the BZ than the simple lattice-distortion approach predicts, pointing to the electronic 
mechanism as a driving force. This implies a prevalence of the short momentum range interaction in formation 
of the nematic order in FeSe. In order to use this information to differentiate between the orbital or Ising-nematic 
orders as possible candidates, more rigorous quantitative estimates are needed.

Conclusions
In conclusion, our ARPES study demonstrated that the electronic structure of FeSe is indeed sensitive to the 
structural transition at 87 K, however the energy scale has been overestimated earlier. The most of the features 
previously attributed to the nematic ordering in the vicinity of the corner of the BZ can be reproduced by the 
conventional band-structure calculations. Our calculations for the low temperature phase suggest more hidden 
effects of the band structure transformation which are supported by our ARPES results. In contrast, the experi-
mentally derived electronic structure near the center of the BZ is not in agreement with simple DFT treatment. 

Figure 4. (a) High resolution ARPES derived Fermi surface in vicinity of Z point measured with hν =  23 eV; 
(b) cartoon of the two domain Fermi surface in vicinity of Z point; (c,d) high resolution energy cut along the 
shortest Z–Z direction at kx =  0.05 Å−1 and its second derivative respectively. 22
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FIG. 17: The same as in Fig. 16 but for interactions on one
of the two stable fixed trajectories. In this situation either
the splitting between d

xz

/d
yz

bands or the splitting between
the two d

xy

bands vanishes.

trajectories of the RG flow and one weakly unstable tra-
jectory with a single unstable direction. On one sta-
ble trajectory the interactions involving d

xz

/d
yz

orbital
components on electron pockets vanish relative to inter-
actions involving d

xy

components, on the other interac-
tions involving d

xy

orbital components vanish relative to
d

xz

/d
yz

components. On the weakly unstable trajectory,
interactions involving d

xz

/d
yz

and d
xy

orbital states on
electron pockets remain comparable. The behavior along
the two stable fixed trajectories has been analyzed in
Ref. [51]. In this work we analyzed the system behavior
along the weakly unstable trajectory. We argued, based
on the analysis of susceptibilities along this trajectory,
that the leading instability upon lowering the temper-
ature is towards a three-component d-wave orbital ne-
matic order. Two orbital components are the di�erences
between fermionic densities on d

xz

and d
yz

orbitals on
hole pockets and on electron pockets, �1,h

= n�
xz

≠ n�
yz

,
�1,e

= nY

xz

≠ nX

yz

, the third one is the di�erence be-
tween the densities of d

xy

orbitals on X and Y pockets,
�2,e

= nY

xy

≠ nX

xy

. In our RG analysis, the magnitudes of

�1,e

and �2,e

turn out to be nearly equal, and the sign of
�1,h

is opposite to that of �1,e

. We applied the results to
FeSe and found both qualitative and quantitative agree-
ment with ARPES data [46–48, 50], specifically on the
ratio of �1,e

/�2,e

. We argue, based on this agreement and
the fact that Fermi surfaces in FeSe are all small, that
the nematicity, observed in FeSe below 85K is likely the
result of a spontaneous orbital order, which is captured
by RG. The situation in other Fe-pnictides, where either
hole or/and electron pockets are larger, is di�erent, and
there the nematic order is likely due to softening of com-
posite spin fluctuations. This last scenario gives rise to a
two-step magnetic transition into the stripe SDW state,
with an intermediate Ising-nematic phase, in which C4
symmetry is broken, but O(3) spin-rotation symmetry
remains intact.
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VIII. APPENDIX

A. Details of RG analysis on fixed trajectories

As we wrote in Sec. III B, the solution of the parquet
RG equations leads to a divergence of various couplings,
which occurs in a universal way in the sense that the
coupling ratios tend to constants. These constants char-
acterize the di�erent solutions - the fixed trajectories - of
the flow. In the following we present the detailed solution
of the parquet RG equations and the stability analysis of
the resulting fixed trajectories.

1. Stable fixed trajectories

For the first fixed trajectory we rewrite all couplings
in terms of the ratios “

i

, “̃
i

as u
i

= “
i

u1, ũ
i

= “̃
i

u1. This
leads to flow equations for the ratios u1

d“

i

dL

= d

dL

u
i

≠
“

i

d

dL

u1 and analogously for “̃
i

. A fixed trajectory is set

Competing instabilities, orbital ordering and splitting of band degeneracies from a

parquet renormalization group analysis of a 4-pocket model for iron-based

superconductors: application to FeSe
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We report the results of a parquet renormalization group (RG) study of competing instabilities in
the full 2D four pocket, three orbital low-energy model for iron-based superconductors. We derive
and analyze the RG flow of the couplings, which describe all symmetry-allowed interactions between
low-energy fermions. Despite that the number of the couplings is large, we argue that there are
only two stable fixed trajectories of the RG flow and one weakly unstable fixed trajectory with a
single unstable direction. Each fixed trajectory has a finite basin of attraction in the space of initial
system parameters. On the stable trajectories, either interactions involving only d

xz

and d
yz

or
only d

xy

orbital components on electron pockets dominate, while on the weakly unstable trajectory
interactions involving d

xz

(d
yz

) and d
xy

orbital states on electron pockets remain comparable. The
behavior along the two stable fixed trajectories has been analyzed earlier [A.V. Chubukov, M.
Khodas, and R.M. Fernandes, arXiv:1602.05503]. Here we focus on the system behavior along
the weakly unstable trajectory and apply the results to FeSe. We find, based on the analysis of
susceptibilities along this trajectory, that the leading instability upon lowering the temperature
is towards a three-component d-wave orbital nematic order. Two components are the di�erences
between fermionic densities on d

xz

and d
yz

orbitals on hole pockets and on electron pockets, and
the third one is the di�erence between the densities of d

xy

orbitals on the two electron pockets.
We argue that this order is consistent with the splitting of band degeneracies, observed in recent
photoemission data on FeSe by A. Fedorov et al [arXiv:1606.03022].

I. INTRODUCTION

The interplay and competition between di�erent types
of electronic order is at the focus of the research on iron
based superconductors (FeSCs) [1–6]. In most FeSCs
superconductivity (SC) emerges out of a stripe spin-
density-wave (SDW) state upon either hole or electron
doping, application of pressure, or by isovalent substitu-
tion of one pnictogen atom by the other (e.g., As by P).
The SDW phase is often preceded by the nematic phase,
in which the system breaks C4 rotational symmetry down
to C2 but keeps spin-rotational symmetry intact.

The nematic phase has been extensively studied both
experimentally and theoretically [7–23]. The manifesta-
tions of spontaneous C4 symmetry breaking include the
anisotropy of resistivity [24–26], spin susceptibility [27–
29], and optical conductivity [30, 31], orthorhombic lat-
tice distortion [32, 33], and unequal occupation of Fe d

xz

and d
yz

orbitals [34, 35]. The majority of researchers
believe that nematicity is driven by electronic degrees of
freedom rather than by the lattice. There is no agree-
ment, however, on the mechanism of the nematic order.
It can be a composite Ising-nematic magnetic order [36],
preceding stripe SDW order, or a quantum-disordered
spin state, which breaks C4 symmetry [37] or a spon-
taneous orbital order [7–9, 11, 12, 15, 20]. The Ising-
nematic scenario likely applies to Fe-pnictides, in which

the nematic phase is located in a close proximity to a
stripe SDW phase. However, the application of this sce-
nario to Fe-chalcogenide FeSe is questionable because in
FeSe at ambient pressure the nematic transition occurs
at T

s

= 85K, but there is no SDW transition down to
T = 0. The Ising-nematic scenario, particularly when
combined with the idea of a weak dispersion of spin ex-
citations along one direction in momentum space [38],
can still be the explanation because T

s

and T
SDW

do not
have to be close to each other. However, NMR [39, 40]
and neutron scattering [41] experiments have found that
the magnetic correlation length does not show any no-
table enhancement around T

s

, which would be generally
expected in the Ising-nematic scenario. Substantial SDW
fluctuations have been detected only at lower tempera-
tures [42], or upon applying pressure [43], when the sys-
tem eventually develops an SDW order.

The fact that in FeSe at ambient pressure nematic
order emerges without magnetism fuelled speculations
that in this system nematicity may be due to a sponta-
neous orbital ordering. The most natural C4 symmetry-
breaking orbital order is associated with unequal occu-
pation of d

xz

and d
yz

orbitals. In FeSe, these two or-
bitals are the building blocks for the low-energy states
near both hole and electron pockets. The electronic
structure of FeSe consists of two �≠centered hole pock-
ets and two electron pockets centered at X = (fi, 0)

ar
X

iv
:1

61
1.

03
91

2v
1 

 [c
on

d-
m

at
.st

r-
el

]  
11

 N
ov

 2
01

6

Similar	
  data	
  
M.	
  Watson,	
  A.	
  Coldea	
  et	
  al.	
  
PRB	
  2016	
  

21

ARPES experiments on FeSe by several groups [46–48].
In addition, there is an elongation of electron pockets
as well. In the 2Fe BZ the X and the Y electron pock-
ets are centered at the same M point (Fig. 15). The
two form an inner and outer pocket that touch each
other in the absence of spin-orbit coupling, but split in
the presence of such a coupling. The inner pocket pre-
dominantly consists of d

xz

and d
yz

orbital states, the
outer pocket is predominantly made out out of d

xy

or-
bital states. Above the nematic transition both inner and
outer pockets are C4-symmetric, but in the presence of
orbital order each pocket is elongated along the diagonal
directions (Fig. 15).

Γ

M

Γ

M

FIG. 15: Left panel – Fermi surfaces in 2Fe Brillouin zone
above the nematic transition. Each of the two hole pockets is
C4 symmetric. The two electron pockets are centered at M =
(fi, fi) and form an inner and outer pockets. The inner pocket
predominantly consists of d

xz

and d
yz

orbital states, the outer
pocket is predominantly made out out of d

xy

orbital states.
These pockets touch each other along k̃

x

= fi and k̃
y

= fi
directions (k̃ is the momentum in 2Fe BZ). Within our model,
the location of the pockets in 2Fe BZ and their dispersion can
be obtained by a simple folding, i.e, by changing momentum
components k

x

and k
y

in the 1Fe BZ to k̃
x

= k
x

+ k
y

and
k̃

y

= k
y

≠k
x

. Spin-orbit interaction, however, splits the inner
and the outer pockets. Right panel – the structure of hole
and electron pockets in the nematic phase in the 2Fe BZ.

The orbital order also a�ects the states away from the
Fermi surface, in particular the hierarchy of electronic
states at high-symmetry � and M points in the 2Fe BZ.
In the absence of orbital order, the states at M are dou-
bly degenerate even in the presence of spin-orbit inter-
action [44] (left panel in Fig. 16). One degeneracy is
between d

xz

and d
yz

states, another is between two d
xy

states. In the 1Fe Brillouin zone one of the states in
each subset comes from the pocket at X, another from
the pocket at Y. In the presence of orbital order, these
degenerate states split. The splitting of d

xz

/d
yz

states is
2�1,e

(= 4�1), the splitting of d
xy

states is 2�2,e

(= 4�2).
Assuming that one can extend the results of the RG anal-
ysis to the high-symmetry points, one can compare the
ratios of the two splittings between theory and experi-
ment. In the RG analysis, either �1,e

or �2,e

vanish on
the stable fixed trajectories, but the ratio of the two is
close to one on the weakly unstable fixed trajectory (see

Fig. 14).
ARPES data for �1,e

/�2,e

from di�erent groups [46–
49] are similar but not identical. We will use recent
ARPES data from Ref. [46] for comparison. These au-
thors have found that the magnitudes of the splittings
within d

xz

/d
yz

and d
xy

subsets are close to each other –
each is about 15 meV. In our notations, this implies that
�1,e

¥ �2,e

¥ 7.5 meV. Such near-equal splitting is not
reproduced on the two stable fixed trajectories, but it is
well reproduced on the weakly unstable fixed trajectory.
We illustrate this in Figs. 16 and 17. We argue, based
on this comparison, that the RG analysis does agree with
the ARPES data on the electron pockets, if, indeed, the
parameters for FeSe are such that the system is in the
basin of attraction of the weakly unstable fixed trajec-
tory.

The comparison with orbital order on the hole pock-
ets requires more care. On one hand, Suzuki et al re-
ported [50], based on their ARPES data, that the signs of
the d

xz

/d
yz

order parameters on hole and electron pock-
ets are opposite. This is consistent with the RG result
that on the weakly unstable fixed trajectory, as we found
that �1,h

and �1,e

have di�erent signs [the same sign dif-
ference between �1,h

and �1,e

holds on the two stable
fixed trajectories [51]]. On the other hand, our RG anal-
ysis yields a larger magnitude of �1,h

than that of �1,e

,
and, hence, a larger splitting at the � point than that at
the M point. The authors of Ref. [46], meanwhile, ar-
gued that the splitting at � is comparable to that at M .
However, when comparing our RG result for �1,h

with
the measured splitting at �, one has to bear in mind
that our �1,h

was obtained without spin-orbit coupling.
Meanwhile, Ref. [46] found that the splitting at � largely
survives above the nematic transition and hence is pre-
dominantly due to spin-orbit coupling, which is known to
split the bands at � already in the absence of an orbital
order [44]. The �1,h

≥ 15 meV was extracted from the
ARPES data in Ref. [46] by detecting an additional split-
ting in the nematic phase at low T . Because of this, a
meaningful comparison of the magnitude of �1,h

between
experiment and theory is only possible after the inclusion
of spin-orbit interaction into the theoretical analysis.

VI. CONCLUSION

In this communication we reported the results of the
parquet RG study of competing instabilities in the full
2D four pocket, three orbital low-energy model for FeSCs.
Our four-pocket model consists of two �- centered hole
pockets, made out of d

xz

and d
yz

orbitals, and two
symmetry-related electron pockets centered at X = (fi, 0)
and Y = (0, fi) points in the 1Fe BZ and made out
of d

yz

/d
xy

and d
xz

/d
xy

orbitals, respectively. We de-
rived and analyzed the RG flow of 30 couplings, which
describe all symmetry-allowed interactions between low-
energy fermions. Despite that the number of couplings
is large, we argued that there are only two stable fixed
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(a)As-grown LaFeAsO single
crystal with pronounced facets
and a thickness of about 0.5

mm.

(b)As-grown millimeter-sized
LaFe0.955Co0.045AsO single

crystals.

FIG. 1: As-grown LaFeAsO and La(Fe0.955Co0.045AsO single
crystals.

formation of Co-substituted samples of up to 2 x 3 x 0.05
mm3. By having no slow cooling step, the formation of
NaFeAs and (Na,La)Fe2As2 is circumvented. Several
typical samples are shown on the right in Fig. 1. This
picture shows millimeter-sized crystals with a Co content
of 4.5 %. To our surprise, the crystal growth along the
c-direction has significantly improved with well formed
facets. By synthesizing the parent compound in this new
improved way, crystals with a thickness of up to 0.5 mm
were obtained as shown on the left in Fig. 1. However,
this method still has limitations. Samples with 10 % Co
were obtained in a size range of only 10 µm whereas
the synthesis completely failed for 15 % Co. Possible
remedies could include further increasing the annealing
time.
To investigate sample quality, several complimentary

methods were used for the characterization. Microstruc-
ture and composition were analyzed by scanning electron
microscopy (SEM) on freshly cleaved single crystals. We
used two di↵erent SEMs for the sample characterization:
(i) a Philips XL30 equipped with an microprobe analyzer
(energy-dispersive X-ray spectrometer, EDX) for semi-
quantitative elemental analysis, (ii) a Zeiss EVOMA15
with AzTec software. The acceleration voltage applied
was 30 kV.
EDX spectra on 15-30 points or small areas on each

sample were collected to confirm the elemental distribu-
tion. As shown in Fig. 3, the Co content could be con-
firmed using this method to be in the desired range. As
indicated with the red error bars, the standard deviation
of the Co content of each sample is remarkably smalll.
The amount of Co measured is somewhat larger than the
nominal content in all samples, but still within the sys-
tematic error of EDX (about 1 at%, indicated with the
green error bars). The overestimation might stem from
the fact that the Co K↵ line has some overlap with the
more prominent Fe K� line. An exemplary spectra on a
point on a 6 % Co sample is shown in Fig. 2. As inset, a
BSE mode picture of the mentioned crystal is included,
showing parallel facets indicating very good crystallinity

FIG. 2: BSE mode picture of a 6 % Co sample and extract
from the EDX spectra showing the Co lines. Note the parallel
facets indicating very good crystallinity.

FIG. 3: Co content estimated from EDX measurements ver-
sus nominal Co content of the samples. The red error bars
indicate the standard deviation, the black error bars indicate
the systematic error of the method.

with no additional secondary phases.
Laue di↵raction on a LaFeAsO single crystal also

showed a very nice pattern with no additional reflections
which indicates a single crystal without twinning or in-
clusions.

III. STRUCTURAL PROPERTIES

Powder x-ray di↵raction was measured on powdered
single crystals using a STOE STADI di↵ractometer in
transmission geometry with Mo-K

↵1 radiation equipped
with a Germanium monochromator and a DECTRIS
MYTHEN 1K detector. The data were evaluated with
the Rietveld method with Fullprof in the WinPlotR pro-
gram package18,19. The peak shape was assumed to be
a pseudo-Voigt function and the refinement included the
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We present ARPES data taken from the structurally simplest representative of iron-based 
superconductors, FeSe, in a wide temperature range. Apart from the variations related to the nematic 
transition, we detect very pronounced shifts of the dispersions on the scale of hundreds of kelvins. 
Remarkably, upon warming the sample up, the band structure has a tendency to relax to the one 
predicted by conventional band structure calculations, right opposite to what is intuitively expected. Our 
findings shed light on the origin of the dominant interaction shaping the electronic states responsible for 
high-temperature superconductivity in iron-based materials. 
  
Iron-based superconductors (IBS) continue to represent another class of materials with unknown 
mechanism of pairing at high temperatures. Electronic structure of iron pnictides and chalcogenides has 
two essential deviations from the predictions of conventional band structure calculations and these 
deviations may hold the key to understand the phenomenon. First pronounced departure from LDA 
calculations is the strong renormalization of the valence band with orbital dependent factors ranging from 
2 to 9 [1 - 4]. This behavior has been successfully explained in the framework of DMFT calculations by 
considering the significant exchange interaction J [5 - 7]. The second robust and generic for all IBS families 
experimental fact is the so called “blue/red shifts” which result in mutually opposite energy shifts of the 
dispersions near the center and the corner of the Brillouin zone (BZ) [2, 8, 9, 10]. Such shifts lead, in 
particular, to the shrinking of the Fermi surfaces (FS) in comparison with the calculated ones and bring the 
van Hove singularities closer to the Fermi level [11]. There are several theoretical approaches to explain 
such shifts [12 - 19], but neither the consensus nor the quantitative agreement with the experiment is 
reached. 
In this Letter we report an unusual temperature dependence of the low-energy electronic structure in FeSe.  
The energy location of the electronic dispersions clearly changes with temperature and these variations are 
momentum dependent. The blue/red shifts tend to disappear with temperature and Fermi surfaces grow in 
size thus bringing the electronic structure closer to the calculated one. We consider several scenarios which 
can explain the observed anomaly. 
  
ARPES data have been collected at I05 beamline of Diamond Light Source [20]. Single-crystal samples were 
cleaved in situ in a vacuum better than 2×10-10 mbar and measured at temperatures ranging from 5.7 to 
270 K. Measurements were performed using linearly polarized synchrotron light, utilizing Scienta R4000 
hemispherical electron energy analyzer with an angular resolution of 0.2° – 0.5° and an energy resolution of 
3 meV. Samples were grown by the KCl/AlCl3 chemical vapor transport method. 
  
We start presenting the ARPES data by showing the typical Fermi surface map of FeSe in Fig. 1a. There are 
several sheets: one hole-like located in the center of the BZ and two electron-like located at the corners. 
The shape of all FSs is modified by the electronic nematicity below 90 K and by presence of the domains [2, 
9, 17, 21 - 28]. The circular pocket at the center in the tetragonal phase (shown schematically in Fig.1 a) is 
replaced by two slightly elliptical pockets from different domains and the crossed ellipses in the corners are 
more elongated [29]. As has been pointed out in previous ARPES reports, the experimental Fermi surfaces 
are noticeably smaller than those obtained by the band structure calculations [1, 2, 9, 21 - 28]. Panel (b) of 

 
 

Fig. 1. a) ARPES-derived Fermi surface map of FeSe. Dashed lines schematically show the shape of the 

pockets in tetragonal phase and boundaries of the BZ; b) ARPES intensity along the diagonal of the BZ (Г-M 

direction). 

 

 

 

 

 

 

 

 

 
 

Fig. 2. ARPES intensity plots taken at different temperatures from 6 K to 270 K along the diagonal direction 

through the corner (upper panels) and the center (bottom panels) of the BZ. 
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Fig. 4. a), c) Fermi surface maps measured at 6 K near the corner and the center of the BZ respectively; b), 
d) similar maps measured at 270 K. Sketches in plots e), f) represent band structure and Fermi surface at 
low and high temperature respectively. g) Energy distance between the top of the middle hole band and 
bottoms of electron pockets (see Fig. 3 e,f) normalized to calculated value. h) Momentum width of the 
electron pocket normalized to the calculated value. 
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Fig. 4. a), c) Fermi surface maps measured at 6 K near the corner and the center of the BZ respectively; b), 
d) similar maps measured at 270 K. Sketches in plots e), f) represent band structure and Fermi surface at 
low and high temperature respectively. g) Energy distance between the top of the middle hole band and 
bottoms of electron pockets (see Fig. 3 e,f) normalized to calculated value. h) Momentum width of the 
electron pocket normalized to the calculated value. 
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Fig. 3: Spectral function of iron and selenium bands in FeSe as seen by LDA, DMFT and ARPES. Top raw: electronic bands
obtained in LDA calculations, spectral weight distribution from DMFT and spectra measured by ARPES. The main deviation
of the DMFT and ARPES spectra from LDA is separation of iron 3d band into renormalized bands with clear dispersion at the
Fermi level and weakly dispersive lower Hubbard band. At the same time selenium 4p bands are renormalized with respect to
LDA neither in DMFT nor in ARPES. Bottom raw: sketch illustrating structure of the electronic spectrum with and without
electronic correlations.

bard bands as possessing energy dispersion reminiscent of
the unperturbed band [2], commonly they are depicted
and thought of as non-dispersive spectral weight. The
LHB, that we observe here, indeed exhibits large elec-
tron scattering rate and is not sharp. At the same time
we do observe appreciable dispersion, equally in ARPES
and DMFT: the LHB has minimum and is defined best
at the M point, it disperses upwards and looses intensity
when departing from the M point in any direction. One
of the possible interpretations of the observed picture is
that LHB emerges out of the states that would be located
at the bottom of the iron band in absence of correlations.

We analysed the orbital content of the lower Hubbard
band in the calculated spectrum, and found non-zero con-
tributions from all the orbitals. In particular, also the
eg-like orbitals (z2 and x2 � y2), contribute, and their
contribution is also located at higher binding energies
as compared to the most correlated xy orbitals. This
might appear puzzling at first sight, since the eg orbitals
are— thanks to its hybridisation pseudo-gap at the Fermi
level— significantly less correlated than the t2g orbitals.

In the supplementary material, we demonstrate that this
is not a contradiction: on the contrary, as we show there,
the hybridization gap facilitates the detection of the LHB
since it pushes the overall feature to lower energies, sep-
arating it better from the remaining spectral weight. In
contrast, for the xy orbital the Hubbard band is very
close to the quasiparticle excitations around the Fermi
level and makes it more di�cult to separate.

It is instructive to compare spectral functions obtained
by LDA, DMFT and ARPES in even wider energy range,
encompassing both iron and selenium bands. In Fig. 3 we
present spectra in the range up to 8 eV of binding energy.
Interestingly, the bands, predominantly derived from the
selenium orbitals, exhibit little deviation from the LDA
calculation, which contrasts the described above behav-
ior of the iron-derived bands. Selenium 4p bands both in
ARPES and DMFT are not renormalized with respect to
LDA and exhibit moderate electron scattering. Still, one
can point out that both in DMFT and in ARPES they
are consistently located at a higher binding energy, as
compared to the LDA. Very low intensity is explained by




