
Precision over the top  
 

latest on precision in top production  
and lessons for the broader precision program 

Alexander Mitov 
 

Cavendish Laboratory 



1 

Top-pair	produc,on	at	NNLO	

•  Impressive agreement for the total cross-section (level of 4-5%) 

ü  Notable:  luminosity is the 
dominant error! 

ü  Cancels in the tt/Z ratio. Excellent 
agreement with NNLO SM.  
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Figure 5: Measured cross-section ratio Rtt̄/Z compared to NNLO predictions at
p

s = 13 TeV based on the
ABM12LHC, CT10, NNPDF3.0 and MMHT14 PDF sets. The inner shaded band corresponds to the statistical
uncertainty on the measurement, whilst the outer shaded band includes both statistical and systematic uncertainties.
The inner error bars on the predictions correspond to PDF uncertainties only, whilst the outer error bars also include
QCD scale and ↵S uncertainties.

uncertainties rescaled to 68 % CL) is

RCT10nnlo
tt̄/Z = 0.427+0.022

�0.013 (PDF) +0.012
�0.016 (QCD scale) +0.005

�0.004 (↵s) ,

where the third uncertainty corresponds to varying ↵S in the range 0.1180 ± 0.0012. The experimental
result agrees with this prediction, and with those from NNPDF3.0 and MMHT14nnlo68CL, as can be seen
from Figure 5. However, they are only marginally consistent with the prediction using the ABM12LHC
PDF set, which gives a 12 % smaller tt̄ cross-section than CT10. The predictions are made for a fixed
top-quark mass of mt = 172.5 GeV, and vary by ⌥2.7 % for a ±1 GeV change in mt. They also depend onp

s, and would vary by ±1.2 % for a ±1 % change away from the assumed value of
p

s = 13 TeV.

9. Conclusion

The inclusive tt̄ production cross-section is measured using an ATLAS pp collision data sample of 85 pb�1

at
p

s = 13 TeV, in the same-flavour dilepton tt̄ ! `+`�⌫⌫bb̄ and lepton-plus-jets tt̄ ! `+⌫qq̄0bb̄ decay
channels. In the dilepton channel, the numbers of opposite-sign ee and µµ events with one and two
b-tagged jets are counted, allowing a simultaneous determination of the tt̄ cross-section �tt̄ and the prob-
ability to reconstruct and b-tag a jet from a tt̄ decay, ✏``b . Assuming a top-quark mass of mt = 172.5 GeV,
the result is: �tt̄ = 749 ± 57 (stat) ± 79 (syst) ± 74 (lumi) pb.

In the lepton-plus-jets channel, the cross-section is extracted by counting the number of events with
exactly one electron or muon and at least four jets, at least one of which is identified as originating from a
b-quark. Assuming a top-quark mass of mt = 172.5 GeV, the result is: �tt̄ = 817±13 (stat) ±103 (syst) ±
88 (lumi) pb.
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•  The total x-section is one number; how much mileage can we get out of it? 

•  Surprisingly much: 

•  Total x-section comparison 

•  Top mass extraction 

•  αS extraction 

•  PDF constraining 

•  Constraining/excluding new physics models 

•  Normalization for tt background in most searches 

•  The main contributors of error are: 

•  Missing higher order corrections (from scale variation): 3% 

•  pdf (at 68%cl): 2-3% 

•  αS : 1.5% 

•  mtop : 3% 
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The LHC top PT discrepancy  
ü  Since 2012 there has been a consistent discrepancy between top quark measurements and SM 

 

ü  Several qualifications: 

ü  Top quark-level observables show some deviation. 

ü  But tops are not measured; they are “inferred” from data using MC’s. 

ü  Therefore, any discrepancy between SM top quark predictions and ‘measurements’ are 
testing how well current MC’s describe top production. 

ü  Implications beyond top physics. 
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Figure 9: Normalized differential tt production cross section in the `+jets channels as a function
of the pt

T (top left), the tt rest frame pt⇤
T (top right), and the rapidity yt (bottom left) of the

top quarks or antiquarks, and the difference in the azimuthal angle between the top quark
and the antiquark Df(t,t̄) (bottom right). The data points are placed at the midpoint of the
bins. The inner (outer) error bars indicate the statistical (combined statistical and systematic)
uncertainties. The measurements are compared to predictions from MADGRAPH+PYTHIA6,
POWHEG+PYTHIA6, POWHEG+HERWIG6, MC@NLO+HERWIG6, and to approximate NNLO [16]
calculations, when available. The lower part of each plot shows the ratio of the predictions to
data.
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Figure 12: Normalized differential tt production cross section in the dilepton channels as a
function of the pt

T (top left), the tt rest frame pt⇤
T (top right), and the rapidity yt (bottom left) of

the top quarks or antiquarks, and the difference in the azimuthal angle between the top quark
and the antiquark Df(t,t̄) (bottom right). The data points are placed at the midpoint of the
bins. The inner (outer) error bars indicate the statistical (combined statistical and systematic)
uncertainties. The measurements are compared to predictions from MADGRAPH+PYTHIA6,
POWHEG+PYTHIA6, POWHEG+HERWIG6, MC@NLO+HERWIG6, and to approximate NNLO [16]
calculations, when available. The lower part of each plot shows the ratio of the predictions to
data.
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ü  There are two obvious theory sources: 

•  Higher order corrections that we 
know are not inside MC’s (NNLO 
QCD for example) 

 
•  Further tuning of MC’s: treatment 

of color, recoil, hadronization, etc. 

ü  The goal of this work is to clarify the 
role of NNLO QCD (before we start 
tuning MC’s!) 

ü  NNLO QCD corrections systematically 
improve the agreement with data 

•  Pdf error not included 

Inclusion of NNLO QCD corrections 
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Inclusion of NNLO QCD corrections 
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•  NNLO QCD corrections systematically improve the agreement with data 
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ü  The quality of the calculation is high: 

ü  Fine binning 

ü  NNLO does what one normally 
expects: 

•  Convergence 
•  Decrease of scale error 
•  Pdf error not included 

•  Threshold effects can be seen 

3

interesting.
We do not compare with CMS data for the M

t

¯

t

and
y
t

¯

t

distributions since the mismatch in binning is more
significant. Instead, in fig. 4,5 we present the NNLO
predictions for the absolute normalisations of these dis-
tributions. We stress that the bin sizes we present are
significantly smaller than the ones in the existing experi-
mental publications. This should make it possible to use
our results in a variety of future experimental and theo-
retical analyses. For this reason we present in fig. 3 also
the absolute prediction for the top P

T

distribution with
much finer binning compared to the one in fig. 1.

In figs. 3,4,5 we show the scale variation for each com-
puted perturbative order, together with the NLO and
NNLO K-factors. In all cases one observes consistent re-
duction in scale variation with successive perturbative or-
ders. Importantly, we also conclude that our scale varia-
tion procedure is good, since NNLO QCD corrections are
typically contained within the NLO error bands (same for
NLO and LO). We also notice that the NNLO corrections
do not a↵ect the shape of the M

t

¯

t

distribution. Its sta-
bility with respect to higher-order corrections makes it
an ideal place to, among others, search for BSM physics.

In the following we make few more observations. The
K-factors in figs. 3,3 show peculiar rise. This is due to
threshold e↵ects (both soft gluons and Coulomb e↵ects).
We have not investigated those further in this short work
but intend to investigate their resummation in a future
work. These e↵ects have been investigated at NLO in
Refs. [...].

Another feature of our calculations that deserves atten-
tion is the fact that we use fixed scales. Running scales
would typically be more appropriate for such a di↵eren-
tial calculation. However, in this first work, we opted for
the simplicity of fixed scales, as well as for having the
ability to perform checks with prior NNLO calculations.
We intend to extend our result to dynamical scales in
future publications. We stress, however, that the result
presented here will not be a↵ected very much by such a
change due to the limited kinematical range considered
here (for example P

T,t

< 400GeV).
Conclusions

In this paper we present for the first time di↵erential
distribution for top quark pair production at the LHC 8
TeV. Our calculation is of very high quality as evident
from the various K-factors shown. Our result is exact
in the sense that includes fully all partonic channels con-
tributing to NNLO, and moreover includes them fully
(i.e. we do not resort to leading colour approximation as
often done in NNLO calculations.

The results o↵er the possibility for a number of high-
calibre phenomenological analyses at the LHC. Among
these are validation and further improvements in MC
event generators, extractions of NNLO pdfs from LHC
data, improved extraction of top quark mass and mea-
suring the running of the strong coupling constant at high
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FIG. 3: Top/antitop quark PT distribution in LO, NLO and
NNLO QCD. Error bands from scale variation only.

scales. Improved precision in SM predictions will allow
high-level of scrutiny of the SM with LHC data. Fur-
thermore, it will make possible various searches for BSM
physics, possibly along the lines of Ref. [37].

Before concluding this work we would like to mention
that various NNLO approximations exist in the litera-
ture [...]. Due to space limitation in this work we do not
compare with them but intend to return to this in future
work. Partial NNLO results have also been computed by
two groups [...]. These results are in agreement with our
corresponding earlier results for �

tot

. Unfortunately we
cannot compare with the single existing di↵erential re-
sult [Aude] because it involves a single partonic channel
which we cannot separate (another partial, leading colour
approximation also exists [...] but we can’t compare with
it).

We thank Stefan Dittmaier for kindly providing us
with his code for the evaluation of the one-loop vir-
tual corrections. The work of M. C. was supported by
the German Research Foundation (DFG) via the Son-
derforschungsbereich/Transregio SFB/TR-9 “Computa-
tional Particle Physics”, and the Heisenberg programme.
M.C. thanks Emmanuel College Cambridge for hospital-
ity during the completion of this work. The work of
A. M. and D.H. is supported by the UK Science and

arXiv:1511.00549 

Inclusion of NNLO QCD corrections 
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ü  The quality of the calculation is high: 

ü  Fine binning 

ü  NNLO does what one normally 
expects: 

•  Convergence 
•  Decrease of scale error 
•  Pdf error not included 

•  Threshold effects can be seen 

•  Note the extreme stability of the 
shape: no change from NLO to 
NNLO (within 0.5% or so) 

•  An opportunity for searches? 

4
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FIG. 4: As in fig. 3 but for the top pair invariant mass.

Technology Facilities Council [grants ST/L002760/1 and
ST/K004883/1]. A.M. thanks Durham University for
hospitality during the completion of this work.
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Study of dynamic scales 

•  Main critique for prior results: used “static” scales μF=μR=mt 

•  This is OK in restricted kinematic ranges (for example PT<400) 

•  Going in the TeV range requires dynamic scales. How to choose them? 

•  Various things used in the past; typically ET=(mt
2+pT

2)1/2 is involved. 

•  It is unclear what constitutes “best” scale choice. 

•  For PT=0 scale has to be ~mt 
•  For large PT should be ~PT 

•  The coefficients of these leading powers should be somehow fixed. 

•  We have done quite some experimentation, looking for the following criteria: 

•  Get maximally fast convergence from NLO to NNLO (also from LO to NLO) 
 

•  The low PT part is constrained by  the total x-section 

•  There is no experimental handle at large PT. 

Beyond that: if we are to do precision, then the scale choice must also be optimized! 

Czakon, Heymes, Mitov, to appear 
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Study of dynamic scales 
•  Total cross-section with various fixed scale choices and for different PDF’s 
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Study of dynamic scales 
•  Total cross-section with various fixed scale choices and for different PDF’s 
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Study of dynamic scales 
•  The total x-section at N2LO behaves very similarly to the Higgs x-section at N3LO 

•  Preference towards  
    smaller scales 

•  Resummed result  
    grows at large scales 
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Study of dynamic scales 
•  Differential cross-section with various fixed scale choices and for different PDF’s 

•  Use the following dynamic scales:  

 

•  Tried also:  

•  geometric average of the two tops mT (similar results to HT) 

•  H’T (sum over all final state partons): not as good 

•  Same conclusions for 8 TeV and 13 TeV 

13David Heymes – Moriond/QCD 2016

Scale dependence – Conclusion

• Based on our study the following dynamical scales are chosen for top-pairs:

[Czakon, DH, Mitov; in preparation]

for

for

• Additional feature: The numerical value of the total cross section is (~) equal to 

the best prediction at NNLO+NNLL at μ0 = mtop (rel. Difference  ~ 0.5 %) 

10David Heymes – Moriond/QCD 2016

Scale dependence – Differential Distributions

• Main guidance is perturbative convergence to discriminate between scales

• Invariant mass distribution

• Limiting behaviour

• Scales based on the invariant mass itself

 

[Preliminary]

[Czakon, DH, Mitov; in preparation]

10David Heymes – Moriond/QCD 2016

Scale dependence – Differential Distributions

• Main guidance is perturbative convergence to discriminate between scales

• Invariant mass distribution

• Limiting behaviour

• Scales based on the invariant mass itself

 

[Preliminary]

[Czakon, DH, Mitov; in preparation]

Scales                     do not work well 
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Study of dynamic scales 
•  Total cross-section with various dynamic scales and for different PDF’s 

 

•  The total x-section with dynamic scale == resumed x-section with fixed scale 

•  Effect of resummation for ‘best’ scale is negligible (0.5% effect) 
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Study of dynamic scales 
•  Total cross-section with various dynamic scales and for different PDF’s 

 

•  Comparison of various scales at NNLO and NNLO+NNLL 
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Study of dynamic scales 
•  Total PT x-section with various dynamic scales and for different PDF’s 

 

 
•  Dedicated effort to populate the tails. Multi TeV predictions possible. 

•  HT/4 and MT/2 are compatible within 2% but return very different scale errors 

•  Fixed scale (mtop) is compatible within scale errors up to 1 TeV (a curiosity) 
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Study of dynamic scales 
•  Total differential x-section with various dynamic scales and for different PDF’s 

 

 
 
 

•  HT/4 (left) and HT/2 (right) 
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Study of dynamic scales 
•  Total differential x-section with various dynamic scales and for different PDF’s 

 

 
 
 

•  HT/4 (left) and mtop (right) 
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Study of dynamic scales 
•  Total differential x-section with various dynamic scales and for different PDF’s 

 

 
 
 

•  HT/4 (left) and Mtt/4 (right). Mtt/2 is even worse. 
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Study of dynamic scales 

•  Recent result of NNLL resummation (soft and soft-collinear) of differential top production  

•  Effect due to resummation may be obscured by scale choice !  
    (which is different between 8/13 TeV) 

Pecjak, Scottb, Wang, Yang arXiv:1601.07020v2 
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FIG. 1. Resummed prediction (blue band) for the normalized
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default NLO+NNLL0 prediction.
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FIG. 2. Resummed prediction (blue band) for the absolute
pT distribution at the 8 TeV LHC in the boosted region com-
pared with the ATLAS data (red crosses) [4] and the NLO
result (magenta band).

µr = µf = mt, and also used a slightly di↵erent top-
quark mass, mt = 173.3 GeV. At low pT , it is clear
that both the NLO+NNLL0 and the NNLO results de-
scribe the data fairly well. With the increase of pT , it
appears that the NNLO prediction systematically overes-
timates the data, although there is still agreement within
errors. On the other hand, with the simultaneous resum-
mation of the soft gluon logarithms and the mass log-
arithms and also with the dynamical scale choices, our
NLO+NNLL0 resummed formula produces a softer spec-
trum which agrees well with the data.

In [4], the ATLAS collaboration carried out a measure-
ment of the top-quark pT spectrum in the highly-boosted
region using fat-jet techniques. Although the experimen-
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FIG. 3. Resummed prediction (blue band) for the absolute
Mtt̄ distribution at the 8 TeV LHC compared with ATLAS
data (red crosses) [16] and the NLO result (magenta band).

tal uncertainty is rather large due to limited statistics, it
is interesting to compare it with the theoretical predic-
tions here, since it is expected that the soft and small-
mass logarithms become more relevant at higher energies.
In Fig. 2 we show such a comparison. The NNLO result
for such high pT values is not yet available, so we com-
pare instead with the NLO result computed using MCFM
with MSTW2008NLO PDFs and dynamical renormaliza-
tion and factorization scales, whose default values are
µr = µf = mT . Scale uncertainties of the NLO results
are estimated through variations of µr = µf by a factor of
two around the default value. From the plot one can see
that the NLO result calculated in this way does a good
job in estimating the residual uncertainty from higher
order corrections, as the resummed band lies almost in-
side the NLO one up to pT = 1.2 TeV. On the other
hand, the inclusion of the higher-order logarithms in the
NLO+NNLL0 result significantly reduces the theoretical
uncertainty, which is crucial for future high precision ex-
periments at the LHC.

Our formalism is flexible and can be applied to other
di↵erential distributions as well. To demonstrate this
fact, in Fig. 3 we show the NLO+NNLL0 resummed pre-
diction for the top-quark pair invariant mass distribution
along with a measurement from the ATLAS collaboration
[16] at the 8 TeV LHC. Since the NNLO result in [1] for
this distribution has an incompatible binning, it is cur-
rently not possible to include it in the plot, so we show
instead the NLO result computed with the same input
as in Fig. 2, but this time with the default scale choice
µr = µf = Mtt̄. One can see from the plot that the NLO
result with this scale choice is consistently lower than
the experimental data. The resummation e↵ects signif-
icantly enhance the di↵erential cross sections, especially
at high Mtt̄. As a result, the NLO+NNLL0 prediction
agrees with data quite well. We have found that choos-
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FIG. 4. Resummed predictions (blue bands) for the pT and
Mtt̄ distributions at the 13 TeV LHC compared with the NLO
results (magenta bands).

ing the default renormalization and factorization scales
to be half the invariant mass increases the fixed-order
cross section and therefore mimics to some extent the
resummation e↵ects. In fact, this procedure has been ex-
tensively employed in the literature for processes such as
Higgs production [17], where higher-order corrections are
also large. Consequently, it may be advisable to employ
a renormalization and factorization scale of the order of
Mtt̄/2 in fixed-order calculations (and Monte Carlo event
generators), and we shall use this choice when studying
the Mtt̄ distribution at the 13 TeV LHC below.

The LHC has started the 13 TeV run in 2015. So far
there are only two CMS measurements [18, 19] of dif-
ferential cross sections for tt̄ production, based on just
42 pb�1 of data. The resulting experimental uncertain-
ties are therefore quite large and it is not yet possible to
probe higher pT or Mtt̄ values. Nevertheless, in the near
future there will be a large amount of high-energy data,
which will enable high-precision measurements of tt̄ kine-
matic distributions, also in the boosted regime. In Fig. 4
we show our predictions for the pT and Mtt̄ spectrum
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FIG. 5. Relative sizes of the corrections at approximate
NNLO (blue) and beyond (black), with respect to NLO. See
Eq. (3) and the explanations there for precise definitions.

up to pT = 2 TeV and Mtt̄ = 4.34 TeV, contrasted with
the NLO results. Note that for the Mtt̄ distribution, we
have changed the default µf to a lower value Mtt̄/2 for
the reasons explained above. The plots exhibit similar
patterns as observed at 8 TeV, namely that the higher-
order resummation e↵ects serve to soften the tail of the
pT distribution but enhance that of the Mtt̄ distribution
compared to a pure NLO calculation.

As mentioned before, we would like to match our calcu-
lations with the NNLO results when they become avail-
able in the future. We end this section by discussing
the expected e↵ects of such a matching, by estimating
the size of resummation corrections beyond NNLO. We
do this in Fig. 5, where the relative sizes of the beyond-
NNLO corrections generated through the resummation
formula are displayed as a function of Mtt̄ or pT with
the default scale choices. The exact NNLO results for
these scale choices are not yet available, so we show in
comparison the relative sizes of the approximate NNLO
(aNNLO) corrections obtained by expanding and trun-
cating our resummation formula to that order. More
precisely, the blue and black curves in Fig. 5 correspond
to

aNNLO correction ⌘ d�aNNLO � d�NLO

d�NLO
, (3)

Beyond NNLO ⌘ d�NLO+NNLL0 � d�aNNLO

d�NLO
,

where d�aNNLO refers to the approximate NNLO result.
The figure clearly shows that corrections beyond NNLO
are significant in the tails of the distributions, especially
in the case of the Mtt̄ distribution.
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What about PDF dependence? 

•  We notice not-so-small shifts from pdf set to pdf set in various observables. 

•  Not quantitative changes but effects are interesting 

•  We saw some examples for the total x-section 

•  For the differential all is preliminary 

•  To illustrate the point look at some Tevatron plots 

Czakon, Fiedler, Heymes, Mitov ‘16 
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PDF dependence: absolute normalization at the Tevatron 
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Figure 10. NNLO QCD prediction for three di↵erential distributions (in Mtt̄, PT,t and |yt|) with
four pdf sets. Given are the ratios of the CT10, HERA 1.5 and NNPDF 2.3 based predictions with
respect to MSTW2008. For reference also the scale dependence of the MSTW2008 prediction is shown
(red band). For improved visibility, in the lower plots we compare the same predictions with the
available data from the DØ Collaboration [15].
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Figure 11. As in fig. 10 but for the normalised to unity distributions.

and |yt|. Additionally, in the upper plots we present the scale error of the MSTW2008 result,

while in the lower plots we compare with the available data from the DØ collaboration [15].

We observe that the spread among the pdf sets is comparable to the size of the NNLO

scale variation and only the HERA 1.5 prediction lies outside the scale error band. Since in

the kinematic range considered in this work pdf error is (much) smaller than the one due to

– 20 –
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PDF dependence: normalized distributions at the Tevatron 
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Figure 11. As in fig. 10 but for the normalised to unity distributions.

and |yt|. Additionally, in the upper plots we present the scale error of the MSTW2008 result,

while in the lower plots we compare with the available data from the DØ collaboration [15].

We observe that the spread among the pdf sets is comparable to the size of the NNLO

scale variation and only the HERA 1.5 prediction lies outside the scale error band. Since in

the kinematic range considered in this work pdf error is (much) smaller than the one due to
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ü  Very impressive consistency between pdf’s once the normalization ambiguity is taken out.  

ü  Good news for mtop extractions from differential distributions. 

ü  All for fixed scales 

Czakon, Fiedler, Heymes, Mitov ‘16 
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Top	quark	mass	
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Ø  mt = 173.34 ± 0.76 GeV [World Average] 
Ø  mt = 172.04 ± 0.77 GeV [CMS Collaboration] 
Ø  mt = 174.98 ± 0.76 GeV [D0 Collaboration]  

•  Comparable uncertainties; rather different central values! 

Ø  Can it be that this spread is due to different theory systematics? Overview of methods: 

•  Look at the spread across some current measurements: 

Top	quark	mass	

Juste et al arXiv:1310.0799 
Moch et al arXiv:1405.4781 

Frixione, Mitov ‘14 

•  The important question the paper raises is how well do we control theory systematics in top 
mass determination 

•  I would single out leptonic observables since they are cleaner and, supposedly, under better 
theory control (at least as far as MC’s are concerned) 

•  While we sure want precise mtop extraction, the main motivation is reliable estimate of errors, 
not necessarily a “most precise” method. 
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label kinematic distribution

1 pT (`+)

2 pT (`+`�)

3 M(`+`�)

4 E(`+) + E(`�)

5 pT (`+) + pT (`�)

Table 1: The set of kinematic distributions used in this paper and their labelling conventions.

The definition of the observable possesses several important properties:

• It is inclusive of hadronic radiation, which makes it well-defined to all perturbative

orders in the strong coupling,

• It does not require the reconstruction of the t and/or t̄ quarks (indeed we do not even

speak of t quark),

• Due to its inclusiveness, the observable is as little sensitive as possible to modelling

of hadronic radiation. This feature increases the reliability of the theoretical calcu-

lations.

The extraction of the top quark pole mass utilises the sensitivity of shapes of kinematic

distributions to the value of mt. The set of distributions considered in this paper are given

in table 1.

It is cumbersome to work directly with distributions. Instead, we utilise their first four

moments. The moments are defined in section 2.1 below. The idea of the method studied

in this paper is to predict the mt dependence of the moments and then extract the value

of mt by comparing the predicted and measured values of those moments. The procedure

is detailed in section 2.2 below.

The use of moments for the extraction of the top mass mt has been used previously in

the context of the so-called J/ method [2]. The most up-to-date theoretical treatment of

this method is in Ref. [3]. Let us also mention that other discrete parameters of kinematic

distributions, like medians and maxima, could also be utilized for top mass extraction. In

this paper we choose to work with moments because of the ease of their calculation and

also because higher moments can easily be studied, as we do in this paper.

2.1 Definition of moments

We denote by � and d� the total and fully-di↵erential tt̄ cross section respectively (possibly

within cuts), so that:

� =

Z

d� , (2.3)

where the integral in understood over all degrees of freedom. Given an observable O (i.e.

one of the distributions in table 1), its normalised moments are defined as follows:

µ
(i)
O =

1

�

Z

d�O i , (2.4)
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ü  The top mass is extracted from the shapes, not normalizations, 
    of the following distributions: 

ü  Working with distributions directly is cumbersome.  

ü  Instead, utilize the first 4 moments of each distribution 
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for any non-negative integer i. In this way, one has:

µ
(0)
O = 1 , µ

(1)
O = hOi , µ

(2)
O = hO2i = �2

O +
⇣

µ
(1)
O

⌘2
, (2.5)

and so forth. We would like to stress that in the calculation of moments we always compute

the total and di↵erential cross-sections (i.e. the denominator and numerator of Eq. (2.4))

subjected to the same set of cuts; see Eq. (2.2).

2.2 Extraction of the top mass and its uncertainties

The method for extracting mt from the ith moment of any one of the observables O given

in table 1 is given schematically in fig. 1. The x and y axes of fig. 1 are associated with

µD

µD−

µD+

m Cm E− m T− m T+ m E+

fC

fL

fU

Figure 1: Graphic representation of the method used in this paper to extract the top mass from
any moment of any given observable.

the top pole mass mt and the ith moment µ
(i)
O , respectively. The three lines fC , fU , and

fL represent the central, upper, and lower theoretical predictions for µ(i)
O (mt) respectively.

These functions are linear and we explain how they are computed in section 2.3.

Given the data 1

µD
+�+

µ

���
µ
, (2.6)

with

��
µ = µD � µD� , �+

µ = µD+ � µD , (2.7)

the extracted top mass will be (see fig. 1):

mt = mC
+�+

mT

���
mT

+�+
mE

���
mE

. (2.8)

1Despite the large number of tt̄ dilepton events accumulated so far at the LHC no measurement of these

moments is available at present.
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Note: both are subject to cuts (or no cuts); we tried both. 

ß  Studied before by: Biswas, Melnikov, Schulze ‘10 
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and so forth. We would like to stress that in the calculation of moments we always compute
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the top pole mass mt and the ith moment µ
(i)
O , respectively. The three lines fC , fU , and

fL represent the central, upper, and lower theoretical predictions for µ(i)
O (mt) respectively.

These functions are linear and we explain how they are computed in section 2.3.

Given the data 1

µD
+�+
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���
µ
, (2.6)

with
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µ = µD � µD� , �+

µ = µD+ � µD , (2.7)

the extracted top mass will be (see fig. 1):

mt = mC
+�+

mT

���
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+�+
mE

���
mE

. (2.8)

We define the central value and theoretical uncertainties associated with such an ex-

traction as follows:

��
mT = mC �mT� , �+

mT = mT+ �mC , (2.9)
1Despite the large number of tt̄ dilepton events accumulated so far at the LHC no measurement of these

moments is available at present.
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Ø  Here is how it all works: 
 
1)  Compute the dependence of the moments                 on the top mass 
2)  Measure the moment 
3)  Invert 1) and 2) to get the top mass (would be the pole mass, since this is what we use) 

Upper end of theory  
error band 

Central theory 

Lower end of theory  
error band 
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Measured 
values 
(not available!) 
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How to compute the theory error band for                ? 
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Ø  Compute               for a finite number of mt values:  
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any moment of any given observable.

the top pole mass mt and the ith moment µ
(i)
O , respectively. The three lines fC , fU , and

fL represent the central, upper, and lower theoretical predictions for µ(i)
O (mt) respectively.

These functions are linear and we explain how they are computed in section 2.3.

Given the data 1

µD
+�+

µ

���
µ
, (2.6)

with

��
µ = µD � µD� , �+

µ = µD+ � µD , (2.7)

the extracted top mass will be (see fig. 1):

mt = mC
+�+

mT

���
mT

+�+
mE

���
mE

. (2.8)

We define the central value and theoretical uncertainties associated with such an ex-

traction as follows:

��
mT = mC �mT� , �+

mT = mT+ �mC , (2.9)
1Despite the large number of tt̄ dilepton events accumulated so far at the LHC no measurement of these

moments is available at present.
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with

mC = f�1
C (µD) , mT� = f�1

U (µD) , mT+ = f�1
L (µD) . (2.10)

We recall that the functions fC,U,L are linear and therefore their inversion is trivial.

In keeping with fig. 1, we define the experimental errors as:

��
mE = mC �mE� , �+

mE = mE+ �mC , (2.11)

with

mE� = f�1
C (µD�) , mE+ = f�1

C (µD+) . (2.12)

It is easy to convince oneself that the much more conservative choice:

mE� = f�1
U (µD�) , mE+ = f�1

L (µD+) , (2.13)

is not correct, since it leads to non-zero uncertainties also in the case of null experimental

errors. In this paper, we shall not consider the experimental uncertainties any longer,

and be concerned only with the theoretical ones. We point out that the size of these

depend on two factors: the uncertainty on the theoretical predictions for µ
(i)
O , which is

fU (mt)� fC(mt) or fC(mt)� fL(mt), and the slope of fC(mt): the steeper the latter, the

smaller the errors on the extracted values of mt.

2.3 Deriving the functions fC,U,L(mt)

The linear functions fC,U,L(mt) are defined in the following way. First, we compute the

moment µ(i)
O (mt) eleven times, once for each value in the discrete set:

mt = (168, 169, . . . , 178) GeV . (2.14)

For each of the mt values in Eq. (2.14) we determine the central value for the moment

µ
(i)
O (mt) together with its upper and lower uncertainties. The latter are defined as the sum

in quadrature of the corresponding scale and PDF uncertainties. 2 On figure 2 we give

as an example the calculation of µ(1)
1 (mt) i.e. the first moment (i=1) of the distribution

pT,`+ (distribution 1 from table 1). Both calculations use the dynamic scale (2.16) and are

subject to the standard cuts (2.2) (left) or no cuts at all (right). We have computed them

with the help of the setup 4 given in table 2 below.

The scale variation [5] is based on an independent variation of the renormalisation and

factorisations scales, subject to the constraint

0.5  ⇠F , ⇠R  2 , (2.15)

where ⇠F,R = µF,R/µ̂ and µ̂ is a reference scale. The central choice is given by ⇠F = ⇠R = 1.

Eq. (2.15) is a conservative scale variation which estimates well the missing higher order

2For all calculations we have used the MSTW2008 [6] pdf sets at LO or NLO, as appropriate, depending

on the fixed order accuracy of our calculations; see table 2.
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Figure 2: Evaluation of the first moment of the distribution of pT,`+ with scale (2.16) subject
to cuts (2.2) (left) and no cuts (right). The three lines represent the best straight-line fits to the
centres or upper/lower ends of the theoretical error band at each one of the eleven points.

corrections in the total tt̄ cross-section through NNLO [7, 8]. We have utilised three

di↵erent functional forms for the factorisation and renormalisation scales:

µ̂(1) =
1

2

X

i

mT,i , i 2 (t, t̄) , (2.16)

µ̂(2) =
1

2

X

i

mT,i , i 2 final state , (2.17)

µ̂(3) = mt , (2.18)

with mT,i =
q

p2T,i +m2
i .

The calculation of the moment µ(i)
O (mt) for any one particular value of mt is performed

in a number of setups, which we list in table 2. We perform our calculations at LO and

NLO with and without parton shower. We use Herwig [9]. We account for, or not, spin

correlations in the top quark decay through MadSpin (MS) [10, 11]. All calculations are

performed in the aMC@NLO framework [12]. The set of calculations we perform is

label fixer order accuracy parton shower/fixed order spin correlations

1 LO PS -

2 LO PS MS

3 NLO PS -

4 NLO PS MS

5 NLO FO -

6 LO FO -

Table 2: The type of calculations performed in this paper and their labelling conventions.

Detailed discussion of our motivation for considering these setups, and the conclusions

we draw, are delegated to section 3.

Finally, the linear functions fC,U,L are derived as the best straight-line fits to the central

(respectively upper, lower) values of the eleven computed points. We find that over the
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Example: 
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 - Subject to cuts 

ü  Errors: pdf and scale variation; restricted independent variation 

ü  There are statistical fluctuation (from MC event generation) No issue for lower moments 
    1M events; 30% pass the cuts.  
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NO cuts 
WITH cuts 

Then get best straight line fit (works well in this range). 
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•  Analysis just performed by CMS (at LO+PS) 

Top	quark	mass	

Available on the CERN CDS information server CMS PAS TOP-16-002

CMS Physics Analysis Summary

Contact: cms-pag-conveners-top@cern.ch 2016/03/14

Determination of the top quark mass
from leptonic observables using eµ+jets final states
selected in proton-proton collisions at

p
s = 8 TeV

The CMS Collaboration

Abstract

A novel technique for measuring the top quark mass using only leptonic observ-
ables is discussed. Top quark pair events with one electron and one muon and at
least one jet in the final state are selected in proton-proton collision data collected
by the CMS experiment at

p
s = 8 TeV, corresponding to an integrated luminosity

of 19.7 fb�1. Several observables are studied and the transverse momentum distri-
bution of the charged lepton pair originating from the decay of the top quark pair
is chosen to extract the top quark mass. After the calibration with simulated events
mt = 171.7 ± 1.1 (stat.)± 0.5 (exp.)+2.5

�3.1 (th.)+0.8
�0.0 (pT(t)) GeV is measured, where the

dominant systematic uncertainties stem from signal modeling.
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•  Analysis just performed by CMS (at LO+PS) 

Top	quark	mass	

11

Table 1: Summary of the differences in the top mass extracted in simulation for the measure-
ments from the full shape (mt

f it) and the extracted moments (mt
O(1) and mt

O(2)) of the recon-
structed pT(`+`�) distribution. In cases where there are two variations of one source of uncer-
tainty, the first and second number correspond, respectively, to the down and up variations.
The total uncertainties are taken as the separate quadratic sum of all positive and negative
shifts.

Source Dmt
f it [ GeV ] Dmt

O(1) [ GeV ] Dmt
O(2) [ GeV ]

Theory uncertainties
µR/µF scales tt {+1.61

�2.29 {+1.70
�2.91 {+1.79

�2.71

µR/µF scales tW {+0.06
�0.05 {+0.08

�0.11 {+0.07
�0.09

ME-PS matching scale {+0.91
�1.06 {+0.99

�0.99 {+1.08
�0.79

Parton density functions ±0.35 ±0.38 ±0.37
Top quark pT +0.78 +0.85 +1.15
Underlying event ±0.82 ±0.56 ±0.57
Color reconnection ±0.48 ±0.66 ±0.51
Signal model ±1.29 ±0.71 ±0.61
tt/tW interference ±0.48 ±0.55 ±0.60
tW normalization ±0.05 ±0.07 ±0.07
Total theory {+2.63

�3.05 {+2.50
�3.34 {+2.67

�3.07

Experimental uncertainties
Jet energy scale ±0.05 ±0.05 ±0.05
Jet energy resolution < ±0.01 < ±0.01 < ±0.01
Lepton energy scale ±0.37 {+0.24

�0.48 {+0.22
�0.51

Lepton selection efficiency ±0.04 ±0.08 ±0.08
b tagging ±0.02 ±0.02 ±0.02
Misidentification efficiency ±0.03 ±0.09 ±0.09
Pileup ±0.16 ±0.24 ±0.27
Background normalization ±0.33 ±0.45 ±0.35
Total experimental ±0.53 {+0.60

�0.73 {+0.51
�0.69

Total systematic +2.68 � 3.09 +2.57 � 3.42 +2.72 � 3.14

unfolded using the same migration matrix and the unfolding method described before. The
results of these tests indicate that the unfolding procedure is unbiased and the statistical uncer-
tainties are correctly estimated.

The normalized unfolded distributions are reported in Fig. 6 and compared to the distributions
generated with MADGRAPH and interfaced with PYTHIA 6, at different mt hypothesis. The
measured values of the first moments are reported together with its uncertainties in Table 2 for
all the kinematic distributions. Typically we measure the moment with a total precision that is
less than 1%.

•  Small experimental errors (great) 
•  Very large theory error (but is LO – will improve) 
•  MC related errors are large O(1 GeV) even in this “cleanest” observable… 
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Single	top	and	associated	top-pair	produc,on	
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•  Latest LHC comparison 

Single	top	
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112006, ATLAS-CONF-2014-007, (2014) PRD90

CMS t-channel
CMS-PAS-TOP-15-004

090, (2014) 035, JHEP06 (2012) JHEP12
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•  Newest work: NLO+offshell+shower 

•  Precision comparison only down the road at 13 TeV 

Top pair at NNLO                                                                              Alexander Mitov                                                                             Cannes, 26 Sep 2014 
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Errors due to scale variation only 

Single-top @ NNLO: more differential observables

pT,cut

σ(
p T

>
 p

T,
cu

t) mt/2 < μ < 2 mt 

4

p� �LO, pb �NLO, pb �NLO �NNLO, pb �NNLO

0 GeV 53.8+3.0
�4.3 55.1+1.6

�0.9 +2.4% 54.2+0.5
�0.2 �1.6%

20 GeV 46.6+2.5
�3.7 48.9+1.2

�0.5 +4.9% 48.3+0.3
�0.02 �1.2%

40 GeV 33.4+1.7
�2.5 36.5+0.6

�0.03 +9.3% 36.5+0.1
+0.1 �0.1%

60 GeV 22.0+1.0
�1.5 25.0+0.2

+0.3 +13.6% 25.4�0.1
+0.2 +1.6%

TABLE I: QCD corrections to t-channel single top quark production cross sections at 8 TeV LHC with a cut on the transverse
momentum of the top quark p�. Cross sections are shown at leading, next-to-leading and next-to-next-to-leading order in
dependence of the factorization and renormalization scale µ = mt (central value), µ = 2mt (upper value) and µ = mt/2 (lower
value). Corrections at NLO and at NNLO (relative to the NLO) are shown in percent for µ = mt.

las for the phase-space parametrization relevant for the
ub ! dt, ub ! dtg and ub ! dtgg sub-processes, as well
as a discussion of an appropriate choices of variables rel-
evant for the extraction of singularities can be found in
that reference. Using the language of that paper, we only
need to consider “initial-state” sectors since there are no
collinear singularities associated with final state particles
due to the fact that top quarks are massive. All calcula-
tions required for initial-state sectors are documented in
Ref. [61] except that here we need soft and collinear lim-
its for incoming quarks, rather than gluons, and the soft
current for a massive particle. This, however, is a minor
di↵erence that does not a↵ect the principal features of
the computational method.

The above discussion of the NNLO QCD corrections
to the heavy quark line can be applied almost verba-
tim to corrections to the light quark line. The two-loop
corrections for the 0 ! qq̄�W � vertex are known since
long ago [62–64]. One-loop corrections to 0 ! qq̄�gW �

scattering are also well-known; we implemented the re-
sult presented in [65] and again checked the implemen-
tation against an independent computation based on the
Passarino-Veltman reduction. Apart from di↵erent am-
plitudes, the only minor di↵erence with respect to cor-
rections to the heavy quark line is that in this case there
are collinear singularities associated with both, the in-
coming and the outgoing quark lines. We deal with this
problem splitting the real-emission contribution into sec-
tors, see Ref. [61]. In the language of that paper, we
have to consider “initial-initial”, “final-final” and mixed
“initial-final” sectors. Finally, we briefly comment on the
contribution shown in Fig.1c. We note that, although
formally NNLO, it is e↵ectively the product of NLO cor-
rections to the heavy and the light quark lines, so that
it can be dealt with using techniques familiar from NLO
computations.

We will now comment on our treatment of �
5

. For
perturbative calculations at higher orders the presence of
the Dirac matrix �

5

is a nuisance since it can not be con-
tinued to d-dimensions in a straightforward way. While
computationally-e�cient ways to deal with �

5

in com-
putations, that employ dimensional regularization, exist
(see e.g. Ref. [66]), they are typically complex and un-
transparent. Fortunately, there is a simple way to solve
the �

5

problem in our case. Indeed, in the calculation of
virtual corrections to the tWb weak vertex, �

5

is taken

to be anti-commuting [40–43]. This enforces the left-
handed polarization of the b-quark and removes the issue
of �

5

altogether. Indeed, if we imagine that the weak
b ! t transition is facilitated by the vector current but
we select the b-quark with left-handed polarization only,
we will obtain the same result as when the calculation is
performed with the anti-commuting �

5

. Since the can-
cellation of infra-red and collinear divergences occurs for
each polarization of the incoming b-quark separately, this
approach completely eliminates the need to specify the
scheme for dealing with �

5

and automatically enforces
simultaneous conservation of vector and axial currents –
a must-have feature if quantum anomalies are neglected.
Of course, this requires that we deal with the �

5

appear-
ing in real emission diagrams in the same way as in the
virtual correction and this is, indeed, what we do by us-
ing helicity amplitudes, as described in [39].

We have performed several checks to ensure that our
calculation of NNLO QCD corrections to single top quark
production is correct. For example, we have compared all
the tree-level matrix elements that are used in this com-
putation, e.g. ub ! dt+ng, with 0 � n � 2, ub ! dt+qq̄,
ug ! db̄t + mg, 0 � m � 1, against MadGraph [67] and
found complete agreement. We have extracted one-loop
amplitudes for 0 ! Wtb̄g from MCFM [45] and checked
them against our own implementation of the Passarino-
Veltman reduction, for both the W �b ! tg and the
W �g ! tb̄ processes. We have cross-checked one-loop
amplitudes for W �u ! dg and related channels against
MadLoop [68]. In the intermediate stages of the compu-
tation, we also require reduced tree and one-loop ampli-
tudes computed to higher orders in �, as explained e.g. in
Ref. [61]. We checked that their contributions drop out
from the final results, in accord with the general conclu-
sion of Ref. [69].

One of the most important checks is provided by the
cancellation of infra-red and collinear divergences. In-
deed, the technique for NNLO QCD computations de-
scribed in Refs. [47–49] leads to a Laurent expansion
of di↵erent contributions to di↵erential cross sections in
the dimensional regularization parameter �; coe�cients
of this expansion are computed by numerical integra-
tion. Independence of physical cross sections on the reg-
ularization parameter is therefore achieved numerically,
when di↵erent contributions to such cross sections (two-
loop virtual corrections, one-loop corrections to single
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Figure 2. Left plot: preliminary results for the invariant mass distribution Mtt for top quark pair
production at the Tevatron at NNLO accuracy. Right plot: NNLO cross-section for the production of
single top quarks at the LHC at

p
s = 7 TeV, as a function of the cut on the pT of the top quark [14]

(courtesy of F. Caola).

Related techniques have also lead to the recent computation of the NNLO corrections to single
top production [14], which was also discussed at the workshop. As an illustrative result, in Fig. 2
we show the cross-section as a function of the cut in the pT of the top quark, for the LHC at

p
s

= 7 TeV. For this observable the NNLO corrections also lead to a substantial improvement in the
perturbative expansion. Another central process of the LHC program is dijet production, due to
its relevance for precision Standard Model measurements, PDF determinations and new physics
searches. Recent results towards the full NNLO calculation [15] were presented in the workshop.
Several other important LHC processes, like Higgs + one jet and vector boson pair production,
have also become available at NNLO, see for instance [16–20]. More processes/observables will
be computed in the near future, underscoring the trend towards NNLO QCD becoming the
standard for precision phenomenology at the LHC. However, work is still required to be able to
use these calculations with realistic final states, as we report below.

3. Accounting for top quark decay in top pair production
The current state-of-the-art simulations of top quark production and decay utilize merged
NLO calculations matched to parton showers. Various proposals for NLO merging have been
introduced recently, including the FxFx merging [21], the UNLOPS procedure [22] and the
MEPS@NLO [23] method. The implications of some of these updated calculations for top
quark pair production were discussed at the workshop. As a representative result, in Fig. 3 we
show the HT distribution in tt̄+jets events at LHC at

p
s = 7 TeV within the MEPS@NLO

approach, compared to predictions based on samples with exclusive jet multiplicities. Clearly,
the individual multiplicities contribute di↵erently depending on the value of HT , while the NLO
merged sample could be applied to the full phase space. There has also been important progress
in the matching of NNLO calculations to parton showers [24,25], though still quite some work is
needed to be able to apply these methods to top quark production. Some preliminary results for
matching to the Nagy-Soper parton shower with quantum interference [26] at NLO have been
presented [27]. Though they are still restricted to on-shell top-quarks, work in the direction of
realistic final states is under way.

Precise top quark mass determination is another important application of the recent progress
in top physics calculations. For instance, the top quark mass mt can be extracted from template
fits to the mlb invariant mass distribution with good experimental precision. However, unless
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•  Precision requires understanding of scales  
    in the “usual” scale approach  
   (BLM approach not considered here 
    but there could be serious differencesà) 

•  We have performed such a study and find that indeed, not all scales “are equal”. 

•  We believe that our motivation, as well as many of the conclusions, would be applicable to 
more processes that are now known at NNLO (and beyond). 

•  The above is needed in order to “quantify” precision. 

•  Future promises: 
•  Top production + decay at NNLO 
•  NNLO QCD + EW (needed in multi TeV range) 
•  Top jets for TeV tops 

 
•  Top quark mass: made the point that increased precision needs good understanding of theory 

uncertainties. IMHO, there is much work left to do there… 

Conclusions	
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Figure 11. Predictions for the mtt̄ cumulative asymmetry: pure QCD at NLO and NNLO (as
derived in this work), NLO prediction of Ref. [11] including EW corrections, as well as the PMC
scale-setting prediction of Ref. [11].

range of mtt̄ used for the calculation of the NNLO result, fixed and dynamic scales would lead

to consistent predictions within scale errors (see also recent discussion for the LHC [92]).

We conclude that the two scale-setting approaches produce very di↵erent predictions for

the mtt̄ cumulative ÂFB and it should be easy to distinguish between the two with data,

especially in the region around mtt̄ ⇠ 500GeV. We would also like to point out that the

NNLO prediction based on conventional scale-setting with µR = mt exhibits the “increasing-

decreasing” behaviour pointed out in Ref. [11], albeit much less pronounced than in the PMC

scale-setting approach.

5 Comparisons between di↵erent pdf sets

An alternative way of assessing the pdf dependence in theory predictions is to compare calcu-

lations with di↵erent pdf sets. In this section we compare NNLO QCD predictions based on

four state-of-the-art pdf sets: CT10, HERA 1.5, MSTW2008 and NNPDF 2.3. We compare

the central pdf members for central scale choice µF = µR = mt.
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