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Figure 4 Experimental results showing particle activity above and below the

strain threshold. a,b, Snapshots of the particle distributions for two strain
amplitudes �0 = 1.8 and 1.2; volume fraction � = 0.3. Particles within a plane are
visualized by passing a laser sheet through a Couette cell: the horizontal and vertical
axes are the shear and vorticity directions. The grey scale and associated numbers
indicate the amplitudes of particle displacements in micrometres in the previous
shear cycle. c, Mean square displacement per cycle h�r 21 i as a function of the
number of cycles for the strain amplitudes shown in a and b: �0 = 1.8 (red) and
�0 = 1.2 (blue). Inset: The in-phase response of the complex viscosity ⌘00 as a
function of the number of cycles: �0 = 1.8 (red) and �0 = 1.2 (blue). The lines show
fits to equation (1).

To follow the motion of the suspended particles, fluorescent dye
(Rhodamine 6G) is added to visualize the index-matched particles.
The particles in a given plane can be imaged by exciting the dye
with a sheet of laser light 200–300 µm thick. Within the thickness
of this laser sheet, the fluid fluoresces while particles appear as dark
spots. This approach allows us to simultaneously follow the motion
of many particles (see Supplementary Information, video S5) and
obtain the statistics required to investigate the transient regimes.

Results are presented in Figs 4 and 5 for a volume fraction
of � = 0.30. Figure 4a,b shows the evolution of particle positions
as a series of snapshots for two strain amplitudes �0 = 1.8 and
1.2, respectively. Tracked particles are represented with circles
having the same diameter as the particles. The shading of each
circle depends on the magnitude of the particle displacement
from the previous shear cycle. For both strain amplitudes, the
first cycles generate many rearrangements with large irreversible
displacements of more than 40 µm, or 20% of a particle diameter.
Consistent with the model, the size and number of these
displacements quickly decreases for the lower strain amplitude
of �0 = 1.2. Despite a few local rearrangements, particles return
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Figure 5 Experimental results for the characteristic time ⌧ to reach steady

state as a function of the strain amplitude �0 for a volume fraction � = 0.30.

Open symbols, h�r 21 i data; solid symbols, ⌘00 data; blue symbols, below transition
(�0 < � c

0); red symbols, above transition (�0 > � c
0). Full blue lines show a

power-law fit to the data below the transition: ⌧ ⇠ |�0 � � c
0|�⌫ with ⌫ = 1.1±0.3

and � c
0 = 1.71±0.15. Full red lines show the same power law found below the

transition for comparison as there are too few data points to extract an reliable
exponent. Inset: Same data and fit plotted as a function of |�0 � � c

0| on a
log–log scale.

to their starting positions to within less than 5 µm (Fig. 4b
and Supplementary Information, video S6). The suspension
finds a reversible, absorbing state. By contrast, for larger strain
amplitudes, clusters of particles are constantly displaced (Fig. 4a
and Supplementary Information, video S7) and diVusion results.

The dynamics of the self-organization process and the degree
of irreversibility can be characterized using the mean square
displacement per cycle h�r2

1i in the plane of the laser sheet. Figure 4c
shows that there is a transient in h�r2

1i, which starts out large and
then monotonically decreases until it reaches a steady-state value.

We detect the same transient behaviour in the stress response of
the suspension. For this, a rheometer measures the time-dependent
stress required to make the inner cylinder oscillate. From this
signal, we extract the component of stress � 0 that is in phase with
the shear strain �(t) and the corresponding in-phase viscosity,
usually denoted ⌘00 and defined as ⌘00 = � 0/�̇0, where �̇0 = 2⇡�0/T
is the amplitude of the strain rate. The inset of Fig. 4c shows
the transient observed for ⌘00 as a function of the number of
cycles. Even though the relationship between irreversible motion
and rheological response is not completely clear, this rheological
signature is a convenient measure of the time-dependent system
dynamics. In contrast to the image analysis technique used to
measure fa, rheological measurements average over the entire
suspension, and thus sample many more particles, which yields a
much greater signal-to-noise ratio.

Figures 4 and 5 demonstrate that the same phase transition is
observed in the real system as in the model. The data for both
h�r2

1i and ⌘00 are well fitted to equation (1), as shown in Fig. 4. A
sharp transition from absorbing reversible states to diVusive states
occurs at a critical strain amplitude of � c

0 =1.71±0.15 for �=0.30.
Above � c

0, the steady-state value of h�r2
1i varies as (�0 � � c

0)
� with

� = 0.45 ± 0.10. The characteristic time ⌧ to reach the steady
state also diverges at the same critical strain amplitude � c

0, as
shown in Fig. 5. This divergence follows a power law with exponent
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Two amplitudes: Sheared Suspension

Strain amplitudes 1.6, 0.8, 0.8, 0.8, 0.8, 0.8, 0.8, repeat…
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FIG. 4: (color online). Forgetting and stabilization by noise.
(�2

x)
00/�2

x versus readout strain with the training sequence
� = 1.6, 0.8, 0.8, 0.8, 0.8, 0.8, 0.8, which is repeated (a) 2 times,
(b) 3 times and (c) 12 times. As the peak at �2 = 1.6 becomes
stronger, the one at �1 = 0.8 gradually disappears. The peak
height in (c) is 2,500 and is located at � = 1.6. (d) Degrada-
tion of single memory by ambient noise. After training with
20 cycles of �1 = 1.2, the peak height of (�2

x)
00/�2

x decreases
with increasing wait time between the final training cycle and
the readout. (e) An 8-minute pause was inserted between
each cycle of the training sequence used in (c). The pause
restores the smaller-amplitude memory that had been erased
by the repeated training sequence.

between cycles. In this case, (�2
x)

00/�2
x versus � shows

bothmemories are again present: the addition of noise has
allowed the smaller memory to survive. Similar behavior
was found in the simulations where it was interpreted as
noise preventing the system from ever reaching a fixed
point with complete reversibility up to amplitude �2.

We do not yet know whether the forgetting is su�-
ciently gradual that one memory always erodes slowly
while another takes over. In the present experiments
with two strain amplitudes, we have not been able to
detect the memory at �1 if the larger shear, �2, was the
last one applied. This key point distinguishes multiple
transient memories from other classes of memory, such
as return-point memory. However, simulations of multi-
ple transient memories [13] show that if the kick given
to the particles during a collision is too large, then the
memory of the smaller shear, �1, can be very hard to dis-
cern, although it is still there and can be detected in very
large systems or when many averages are taken. Indeed,
our experiments appear to correspond to this behavior.
Further experiments should be able to elucidate this is-
sue.

Conclusion.—We have experimentally demonstrated
multiple memories in sheared non-Brownian suspensions.

These have many of the properties of multiple transient
memories in simplified simulations of sheared suspen-
sions [7, 13] and in traveling charge-density waves [5, 6]:
(i) the suspension can learn multiple memories, (ii) the
memory of the smaller input strain is erased even as that
input is continually applied and (iii) the memory of the
smaller input value is stabilized by the presence of noise.
Also, like charge-density waves, the sheared suspensions
remember the direction of the last applied deformation.
This work opens the way to look for multiple transient
memories in other contexts, such as in granular [19, 20]
and amorphous materials [21–24], where particles are in
constant contact, as well as under other forms of repeti-
tive driving, such as tapping.

We thank Eric Brown and Carlos Orellana for assis-
tance with the rheology. We also thank Dustin Kleckner
for assistance designing the laser sheet. J.D.P. gratefully
acknowledges funding from the Grainger Foundation Fel-
lowship. This work was supported by NSF Grant DMR-
1105145 and NSF-MRSEC DMR-0820054. Use of the
MRSEC Rheometry Facility is gratefully acknowledged.
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x versus readout strain with the training sequence
� = 1.6, 0.8, 0.8, 0.8, 0.8, 0.8, 0.8, which is repeated (a) 2 times,
(b) 3 times and (c) 12 times. As the peak at �2 = 1.6 becomes
stronger, the one at �1 = 0.8 gradually disappears. The peak
height in (c) is 2,500 and is located at � = 1.6. (d) Degrada-
tion of single memory by ambient noise. After training with
20 cycles of �1 = 1.2, the peak height of (�2
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00/�2

x decreases
with increasing wait time between the final training cycle and
the readout. (e) An 8-minute pause was inserted between
each cycle of the training sequence used in (c). The pause
restores the smaller-amplitude memory that had been erased
by the repeated training sequence.
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x versus � shows

bothmemories are again present: the addition of noise has
allowed the smaller memory to survive. Similar behavior
was found in the simulations where it was interpreted as
noise preventing the system from ever reaching a fixed
point with complete reversibility up to amplitude �2.

We do not yet know whether the forgetting is su�-
ciently gradual that one memory always erodes slowly
while another takes over. In the present experiments
with two strain amplitudes, we have not been able to
detect the memory at �1 if the larger shear, �2, was the
last one applied. This key point distinguishes multiple
transient memories from other classes of memory, such
as return-point memory. However, simulations of multi-
ple transient memories [13] show that if the kick given
to the particles during a collision is too large, then the
memory of the smaller shear, �1, can be very hard to dis-
cern, although it is still there and can be detected in very
large systems or when many averages are taken. Indeed,
our experiments appear to correspond to this behavior.
Further experiments should be able to elucidate this is-
sue.

Conclusion.—We have experimentally demonstrated
multiple memories in sheared non-Brownian suspensions.

These have many of the properties of multiple transient
memories in simplified simulations of sheared suspen-
sions [7, 13] and in traveling charge-density waves [5, 6]:
(i) the suspension can learn multiple memories, (ii) the
memory of the smaller input strain is erased even as that
input is continually applied and (iii) the memory of the
smaller input value is stabilized by the presence of noise.
Also, like charge-density waves, the sheared suspensions
remember the direction of the last applied deformation.
This work opens the way to look for multiple transient
memories in other contexts, such as in granular [19, 20]
and amorphous materials [21–24], where particles are in
constant contact, as well as under other forms of repeti-
tive driving, such as tapping.
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FIG. 4: (color online). Forgetting and stabilization by noise.
(�2

x)
00/�2

x versus readout strain with the training sequence
� = 1.6, 0.8, 0.8, 0.8, 0.8, 0.8, 0.8, which is repeated (a) 2 times,
(b) 3 times and (c) 12 times. As the peak at �2 = 1.6 becomes
stronger, the one at �1 = 0.8 gradually disappears. The peak
height in (c) is 2,500 and is located at � = 1.6. (d) Degrada-
tion of single memory by ambient noise. After training with
20 cycles of �1 = 1.2, the peak height of (�2

x)
00/�2

x decreases
with increasing wait time between the final training cycle and
the readout. (e) An 8-minute pause was inserted between
each cycle of the training sequence used in (c). The pause
restores the smaller-amplitude memory that had been erased
by the repeated training sequence.

between cycles. In this case, (�2
x)

00/�2
x versus � shows

bothmemories are again present: the addition of noise has
allowed the smaller memory to survive. Similar behavior
was found in the simulations where it was interpreted as
noise preventing the system from ever reaching a fixed
point with complete reversibility up to amplitude �2.

We do not yet know whether the forgetting is su�-
ciently gradual that one memory always erodes slowly
while another takes over. In the present experiments
with two strain amplitudes, we have not been able to
detect the memory at �1 if the larger shear, �2, was the
last one applied. This key point distinguishes multiple
transient memories from other classes of memory, such
as return-point memory. However, simulations of multi-
ple transient memories [13] show that if the kick given
to the particles during a collision is too large, then the
memory of the smaller shear, �1, can be very hard to dis-
cern, although it is still there and can be detected in very
large systems or when many averages are taken. Indeed,
our experiments appear to correspond to this behavior.
Further experiments should be able to elucidate this is-
sue.

Conclusion.—We have experimentally demonstrated
multiple memories in sheared non-Brownian suspensions.

These have many of the properties of multiple transient
memories in simplified simulations of sheared suspen-
sions [7, 13] and in traveling charge-density waves [5, 6]:
(i) the suspension can learn multiple memories, (ii) the
memory of the smaller input strain is erased even as that
input is continually applied and (iii) the memory of the
smaller input value is stabilized by the presence of noise.
Also, like charge-density waves, the sheared suspensions
remember the direction of the last applied deformation.
This work opens the way to look for multiple transient
memories in other contexts, such as in granular [19, 20]
and amorphous materials [21–24], where particles are in
constant contact, as well as under other forms of repeti-
tive driving, such as tapping.
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munications 57, 165 (1986), ISSN 0038-1098.

[10] S. N. Coppersmith and P. B. Littlewood, Phys. Rev. B
36, 311 (1987).

[11] K. Kurita and N. Fujii, Geophysical Research Letters 6,
9 (1979).

[12] K. M. Schmoller and A. R. Bausch, Nature Materials 12,
278 (2013).

[13] N. C. Keim, J. D. Paulsen, and S. R. Nagel, Phys. Rev.
E 88, 032306 (2013).

[14] D. J. Pine, J. P. Gollub, J. F. Brady, and A. M. Leshan-
sky, Nature 438, 997 (2005).

[15] L. Corté, P. M. Chaikin, J. P. Gollub, and D. J. Pine,
Nature Physics 4, 420 (2008).

Repeat 2× 3× 12×

4

10–2 10–1 100 101 102101

102

103

104

0 1 2

0

100

200

300

γwait time [s]

pe
ak

 h
ei

gh
t (e)

(d)

0 1 20 1 2

0

100

200

300

0 1 2

(a) (b) (c)

γ

(σ
x2 )''

/σ
x2

(σ
x2 )''

/σ
x2

FIG. 4: (color online). Forgetting and stabilization by noise.
(�2

x)
00/�2

x versus readout strain with the training sequence
� = 1.6, 0.8, 0.8, 0.8, 0.8, 0.8, 0.8, which is repeated (a) 2 times,
(b) 3 times and (c) 12 times. As the peak at �2 = 1.6 becomes
stronger, the one at �1 = 0.8 gradually disappears. The peak
height in (c) is 2,500 and is located at � = 1.6. (d) Degrada-
tion of single memory by ambient noise. After training with
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x decreases
with increasing wait time between the final training cycle and
the readout. (e) An 8-minute pause was inserted between
each cycle of the training sequence used in (c). The pause
restores the smaller-amplitude memory that had been erased
by the repeated training sequence.

between cycles. In this case, (�2
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00/�2
x versus � shows

bothmemories are again present: the addition of noise has
allowed the smaller memory to survive. Similar behavior
was found in the simulations where it was interpreted as
noise preventing the system from ever reaching a fixed
point with complete reversibility up to amplitude �2.

We do not yet know whether the forgetting is su�-
ciently gradual that one memory always erodes slowly
while another takes over. In the present experiments
with two strain amplitudes, we have not been able to
detect the memory at �1 if the larger shear, �2, was the
last one applied. This key point distinguishes multiple
transient memories from other classes of memory, such
as return-point memory. However, simulations of multi-
ple transient memories [13] show that if the kick given
to the particles during a collision is too large, then the
memory of the smaller shear, �1, can be very hard to dis-
cern, although it is still there and can be detected in very
large systems or when many averages are taken. Indeed,
our experiments appear to correspond to this behavior.
Further experiments should be able to elucidate this is-
sue.

Conclusion.—We have experimentally demonstrated
multiple memories in sheared non-Brownian suspensions.

These have many of the properties of multiple transient
memories in simplified simulations of sheared suspen-
sions [7, 13] and in traveling charge-density waves [5, 6]:
(i) the suspension can learn multiple memories, (ii) the
memory of the smaller input strain is erased even as that
input is continually applied and (iii) the memory of the
smaller input value is stabilized by the presence of noise.
Also, like charge-density waves, the sheared suspensions
remember the direction of the last applied deformation.
This work opens the way to look for multiple transient
memories in other contexts, such as in granular [19, 20]
and amorphous materials [21–24], where particles are in
constant contact, as well as under other forms of repeti-
tive driving, such as tapping.
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x decreases
with increasing wait time between the final training cycle and
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bothmemories are again present: the addition of noise has
allowed the smaller memory to survive. Similar behavior
was found in the simulations where it was interpreted as
noise preventing the system from ever reaching a fixed
point with complete reversibility up to amplitude �2.

We do not yet know whether the forgetting is su�-
ciently gradual that one memory always erodes slowly
while another takes over. In the present experiments
with two strain amplitudes, we have not been able to
detect the memory at �1 if the larger shear, �2, was the
last one applied. This key point distinguishes multiple
transient memories from other classes of memory, such
as return-point memory. However, simulations of multi-
ple transient memories [13] show that if the kick given
to the particles during a collision is too large, then the
memory of the smaller shear, �1, can be very hard to dis-
cern, although it is still there and can be detected in very
large systems or when many averages are taken. Indeed,
our experiments appear to correspond to this behavior.
Further experiments should be able to elucidate this is-
sue.

Conclusion.—We have experimentally demonstrated
multiple memories in sheared non-Brownian suspensions.

These have many of the properties of multiple transient
memories in simplified simulations of sheared suspen-
sions [7, 13] and in traveling charge-density waves [5, 6]:
(i) the suspension can learn multiple memories, (ii) the
memory of the smaller input strain is erased even as that
input is continually applied and (iii) the memory of the
smaller input value is stabilized by the presence of noise.
Also, like charge-density waves, the sheared suspensions
remember the direction of the last applied deformation.
This work opens the way to look for multiple transient
memories in other contexts, such as in granular [19, 20]
and amorphous materials [21–24], where particles are in
constant contact, as well as under other forms of repeti-
tive driving, such as tapping.
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bothmemories are again present: the addition of noise has
allowed the smaller memory to survive. Similar behavior
was found in the simulations where it was interpreted as
noise preventing the system from ever reaching a fixed
point with complete reversibility up to amplitude �2.

We do not yet know whether the forgetting is su�-
ciently gradual that one memory always erodes slowly
while another takes over. In the present experiments
with two strain amplitudes, we have not been able to
detect the memory at �1 if the larger shear, �2, was the
last one applied. This key point distinguishes multiple
transient memories from other classes of memory, such
as return-point memory. However, simulations of multi-
ple transient memories [13] show that if the kick given
to the particles during a collision is too large, then the
memory of the smaller shear, �1, can be very hard to dis-
cern, although it is still there and can be detected in very
large systems or when many averages are taken. Indeed,
our experiments appear to correspond to this behavior.
Further experiments should be able to elucidate this is-
sue.

Conclusion.—We have experimentally demonstrated
multiple memories in sheared non-Brownian suspensions.

These have many of the properties of multiple transient
memories in simplified simulations of sheared suspen-
sions [7, 13] and in traveling charge-density waves [5, 6]:
(i) the suspension can learn multiple memories, (ii) the
memory of the smaller input strain is erased even as that
input is continually applied and (iii) the memory of the
smaller input value is stabilized by the presence of noise.
Also, like charge-density waves, the sheared suspensions
remember the direction of the last applied deformation.
This work opens the way to look for multiple transient
memories in other contexts, such as in granular [19, 20]
and amorphous materials [21–24], where particles are in
constant contact, as well as under other forms of repeti-
tive driving, such as tapping.
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Interfacial shear rheometer
Top view
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Interfacial stress rheometer
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➔ ~stress only at boundaries

stress on material
stress on oil, water ～ 100Boussinesq # = 
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Interfacial shear rheometer
Top view

Walls  
18 mm

Needle
0.2 mm dia.

Gap
2.2 mm

Brooks et al., Langmuir 1999
Keim & Arratia, Soft Matter 2013

Keim & Arratia, PRL 2014



About the Data

• Talk uses 4+ experiments between 2014 and 2018
– Particles changed
– Stress-controlled rheometer ➔ Strain values vary

• All strains below yielding
– Memory results from just 2 recent experiments

• Focus on visualizing microstructure



Shear at 0.05 Hz Strain amplitude 𝛾0 = 0.055

100 µmgithub.com/soft-matter/trackpy
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Watching particles rearrange
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Identify rearrangements with D2min

“Are these particles behaving as an elastic solid?”

(residual of best affine transform 𝜀)

D2min(t1, t2) ~ local plasticity between t1, t2

Falk & Langer, PRE 1998;  Keim & Arratia PRL 2014 
github.com/nkeim/philatracks



Finding particle rearrangements
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Finding particle rearrangements

Falk & Langer, PRE 1998;  Keim & Arratia PRL 2014 
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Regev, Lookman, Ch. Reichhardt. PRE 2013; Priezjev, PRE 2016
Keim & Arratia PRL 2014 200 µm

after quench



ɣ0 = 0.055 0 0.40 0.2
reversible irreversible

D2min

Regev, Lookman, Ch. Reichhardt. PRE 2013; Priezjev, PRE 2016
Keim & Arratia PRL 2014 200 µm

after quench
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Rearrangements can be reversible, hysteretic

–𝛾0 +𝛾0
Strain 𝛾

0



Making reversibility look easy
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Steady state trajectories

20 µm



Steady State = memory of training amplitude
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Steady state trajectories

20 µm



Steady state trajectories: 2 amplitudes

20 µm

𝛾0 = 0.055 𝛾0 = 0.035



Steady state trajectories: 2 amplitudes

𝛾0 = 0.055 𝛾0 = 0.035
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Small-amplitude resp. is subset of large-amplitude



Return to large amplitude ➔ Remember prev. behavior



Results

• Response to small amp. = subset of response to large amp.
• Return to large amp. ➔ Remembers prev. behavior



Results

• Response to small amp. = subset of response to large amp.
• Return to large amp. ➔ Remembers prev. behavior

Consistent with return-point memory
Arises from hysteretic subsystems + weak interactions



Results

• Response to small amp. = subset of response to large amp.
• Return to large amp. ➔ Remembers prev. behavior

Consistent with return-point memory
Arises from hysteretic subsystems + weak interactions

St
ra

in
 a

t w
hi

ch
  

re
ar

ra
ng

em
en

t r
ev

er
se

s

Strain at which  
rearrangement occurs Preisach, Z. Physik 1935



Results

• Response to small amp. = subset of response to large amp.
• Return to large amp. ➔ Remembers prev. behavior

Consistent with return-point memory
Arises from hysteretic subsystems + weak interactions

St
ra

in
 a

t w
hi

ch
  

re
ar

ra
ng

em
en

t r
ev

er
se

s

Strain at which  
rearrangement occurs Preisach, Z. Physik 1935



Results

• Response to small amp. = subset of response to large amp.
• Return to large amp. ➔ Remembers prev. behavior

Consistent with return-point memory
Arises from hysteretic subsystems + weak interactions

St
ra

in
 a

t w
hi

ch
  

re
ar

ra
ng

em
en

t r
ev

er
se

s

Strain at which  
rearrangement occurs Preisach, Z. Physik 1935



Results

• Response to small amp. = subset of response to large amp.
• Return to large amp. ➔ Remembers prev. behavior

Consistent with return-point memory
Arises from hysteretic subsystems + weak interactions

Amorphous solids: Perchikov & Bouchbinder, PRE 2014



Results

• Response to small amp. = subset of response to large amp.
• Return to large amp. ➔ Remembers prev. behavior

Consistent with return-point memory
Arises from hysteretic subsystems + weak interactions

Amorphous solids: Perchikov & Bouchbinder, PRE 2014

Return-point memory is not just for magnets:
• Random-field Ising model: Sethna et al. PRL 1993
• Martensitic materials: e.g. Ortín J. Appl. Phys 1991
• Charge-density waves: Wang & Ong PRB 1986
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Results

• Response to small amp. = subset of response to large amp.
• Return to large amp. ➔ Remembers prev. behavior

Consistent with return-point memory
Arises from hysteretic subsystems + weak interactions

“Steady state” means fixed  
population of rearrangements?

(Within extrema of training)

Check one more thing…

Amorphous solids: Perchikov & Bouchbinder, PRE 2014
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Steady state ≈ Fixed rearrangements?

Time (s)
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• Train with 5.5%, then switch to 3.5%
• Response at 3.5% is subset of response at 5.5% ✅
• Same steady state—no transient ✅

Same behavior as system  
trained with 2 amplitudes



Steady state ≈ Fixed rearrangements
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largest LJ component), rendering particles displaced in the
same transition with the same color. The choice of the
cutoff is nontrivial (see, e.g., Ref. [17] for a discussion);
here, we follow the observation in Ref. [23] that particle
displacements exhibit a power law distribution arising from
elasticity, followed by an exponential tail, and choose the
cutoff that separates the two regimes. Particles that move
the most in such rearrangements typically do cluster
together in space. Typical clusters range from 1 to about
100 particles for our system size, and interestingly, the sizes
are distributed according to a power law with exponent
∼ − 3=2 [see Fig. 4(b)], similarly to systems exhibiting
avalanches [5], and are, thus, not localized in any simple
way. A better characterization of the statistics of these
events demands further analysis of system size and noise or
temperature effects, which is beyond the scope of the
present work.
To summarize, we have studied memory effects in two

model systems (BMLJ and NK) subjected to athermal-
quasistatic deformations, a procedure that is expected to
describe the qualitative behavior of disordered solids at low

temperature and low shear rate. These systems evolve to a
steady state upon repeated cyclic deformations at a fixed
amplitude (below the critical value γc [24]), and this
training amplitude can be read by performing a single
cycle of strain at varying amplitudes, similarly to the
observation for a model of suspensions in Refs. [9,10].
Differently from Refs. [9,10], however, the systems that we
study show no ordering of reversible states, and we have
used this property to demonstrate that in these systems it is
possible to encode multiple memories that are persistent.
This possibility is related to the fact that reversible states
attained at the training strain amplitude exhibit nontrivial
periodic orbits, which are disrupted by cyclic shear strain at
any other amplitude. Reading the information encoded in
our systems is a destructive operation, and devising
protocols whereby memory is tolerant to multiple read
cycles poses an interesting challenge. As verified in
Ref. [13], finite size effects do not affect the qualitative
features of the dynamical transition in this system, and we,
therefore, expect size effectsnot to significantlybearuponour

FIG. 3 (color online). MSD and distance d (scaled by N)
between configurations before and after a reading cycle as a
function of the amplitude γ, starting from samples trained by
oscillatory deformation at (a) γ1 ¼ 0.06, γ2 ¼ 0.04 (as described
in the text) for the BMLJ model and (b) γ1 ¼ 0.3, γ2 ¼ 0.2 for the
NK model. The values at which the training is performed can be
easily read even after a large number of oscillations, as samples
retain multiple memories of the training phase in a persistent way.

FIG. 4 (color online). (a) Snapshot of a BMLJ reversible sample
trained and read with γ1 and γ ¼ 0.06. Particles that move more
than 0.1σAA during different transitions occurring in the reading
cycle are drawn in different colors at the positions that they occupy
at the beginning of the cycle. (b) Plot of the size of clusters of
particles that move more than 0.1σAA (particles belong to the same
cluster if their distance is < 1.4σAA) during transitions. Large
clusters become increasingly rare as their size grows.

PRL 112, 025702 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending

17 JANUARY 2014

025702-4

Shear strain
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