
Representability problems���

 for coarse-grained 

potentials	



Ard Louis 



Emergent physics/chemistry and coarse-graining 

"More is Different”.	


P. W. Anderson,	


Science 177, 393-396 (1972). 	



-Micellar phases emerge from geometry:	


-SAW and polymer scaling	


-Hard-spheres and structure/
crystallization	





How to model DNA self-assembly? 

l  Atomistic models  
l  orders of magnitude too slow 

l  Bottom-up coarse-graining 
l  Representability problems 

l  We use top-down coarse-graining 
instead 
l  Self-assembly primarily determined by: 

chain-like molecule with specific 
binding 









In DNA competition of 2 length-scales leads to 
double helix 

0.34 nm
 

Two length-scales	



T. Ouldridge, A.A. Louis and J.P.K. Doye, Phys. Rev. Lett. 104 178101 (2010);	


 J. Chem Phys. 134, 085101 (2011) 	





In DNA single strands are flexible and can 
stack 

disordered single strand	

 stacked single strand	

 Hybridized double strand	



T. Ouldridge, A.A. Louis and J.P.K. Doye, Phys. Rev. Lett. 104 178101 (2010);	


 J. Chem Phys. 134, 085101 (2011) 	



Competition between 
two length-scales leads to 
the double helix 	





Simple coarse-grained DNA model 

  
l  Interactions 

l  H-bond between 
complementary bases 

l  Stacking between bases 
l  Backbone: FENE spring 
l  Helicity emerges naturally 

l  Propellor twist emerges 
naturally 

l  But no minor/major groove 

disordered single strand	

 stacked single strand	

 Hybridized double strand	



Base 	


Repulsion site	



Base 	


normal	



Base stacking 	


site	



Hydrogen-bonding / 
cross-stacking site	





Duplex formation & length dependence 
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 Good agreement of Tm with L is a 
measure of the cooperativity of the 
transition – influenced by the single 
strand cooperativity	





Duplex formation & transition widths 
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The width of the transition is related to how well you can predict the 
concentration dependence of the melting temperatures	





Free-energy profile for duplex formation 

fraying	



formation of a 15mer duplex	





Mechanical properties 

Duplex ~ 125 bp	


Unstacked single strand ~ 2-4 bases	


Fully stacked single strand ~ 64 bases	


Twist persistence length of duplex ~ 3.74°/bp	





Mechanical properties – many subtleties we can’t 
get 

dsDNA undertwists upon initial stretching	


Sequence dependent elastic properties are very very subtle – need a 
much better representation of excluded volume etc…..	





Strand displacement reaction 
(b)

n

Y
S

X(n)

(a) (c)

David  Yu Zhang and Erik Winfree, 
JACS,  131, 17305 (2009)  

Displacement Kinetics

Zhang and Winfree have done a careful study of the kinetics of displacement

reactions.

They have tried to explain the exponential dependence of the kinetics on

toehold length using a simple Markov model in which the thermodynamcs of

each state is as given by NUPACK. Why is it unsuccessful?

Jonathan Doye, University of Oxford 3

Rates change by orders of magnitude 
as toehold length increases, before 
leveling out at nt ~ 5 

Displacement (or strand-exchange) reactions are key to dynamical behaviour of 
DNA nanodevices, and DNA computation 
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Displacement Kinetics

Zhang and Winfree have done a careful study of the kinetics of displacement

reactions.

They have tried to explain the exponential dependence of the kinetics on

toehold length using a simple Markov model in which the thermodynamcs of

each state is as given by NUPACK. Why is it unsuccessful?
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Displacement (or strand-exchange) reactions are key to dynamical behaviour of 
DNA nanodevices, and DNA computation 
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Displacement in our model

Jonathan Doye, University of Oxford 4
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Coaxial stacking is important; displacement slowed by several effects 



DNA computing OR gate 

Neural network computation with DNA strand 
displacement cascades	


LL Qian et al. Nature 475, 368-372 (2011) 	



Simulation on GPU equiv ~ 10 min real time	





19 

Just another pretty movie? 

The first principle is that you must not fool 
yourself--and you are the easiest person to 
fool. So you have to be very careful about 
that. After you've not fooled yourself, it's 
easy not to fool other scientists. You just 
have to be honest in a conventional way after 
that.	



 -- R.P. Feynman,	



 “Cargo Cult Science” (1974)	


	





Einstein’s Razor 

Make things as simple as 
possible, but no simpler.	



What he really said: 
It can scarcely be denied that the 
supreme goal of all theory is to make 
the irreducible basic elements as 
simple and as few as possible without 
having to surrender the adequate 
representation of a single datum of 
experience.   
The Herbert Spencer Lecture, 
delivered at Oxford (10 June 1933) 

Survival of the fittest	





Einstein’s Razor & Coarse-grainer’s nightmare 

Make things as simple as 
possible, but no simpler.	



You work really hard to 
derive a tractable 
coarse-grained system, 
only to find …..	



Survival of the fittest	





Einstein’s Razor & Coarse-grainer’s nightmare: 

Wrong:	


too simple!!!	


 	



Make things as simple as 
possible, but no simpler.	





No free lunch theorems 

 
•  Effective-potentials for depletion systems 
 
• Representability and potentials 

• A) Two and three-body potentials 
• B) Isotropic model for water 

 
• Dynamics? 
• DNA? 

 
  



Case-study 1: Depletion interactions  

Only maps to an effective Hamiltonian system with effective potentials in grand-canonical 
or semi-grand ensembles.	


 In a pure canonical ensemble, one cannot decompose the potential into pairwise, three-
body etc.. terms… see e.g. AAL, J. Phys.: Condens. Matter 14, 9187 (2002)  	


	



Coarse-grain by equating partition functions (or all distribution functions of CG variables)	



AO model treated here :M. Dijkstra, JM Brader and R Evans,  J. Phys.: Condens. Matt. 11, 10079 (1999)	





Case-study 1: Depletion interactions: Lessons?  

1.  Coarse-graining by equating partition functions or distribution 
functions is really a re-summation -- formally this could be done by 
tracing out any variable.	



2.  Be careful which ensemble you work in if you want to *map* to an 
effective potential or Hamiltonian system. [Canonical is suspect].	



3.  Phase-diagrams and thermodynamics can be worked out, but be 
careful to include zero-body and one-body terms – remember 
McMillan-Mayer.	



4.  Dynamics must be treated with care.	



	


More, see:   AAL, J. Phys.: Condens. Matter 14, 9187 (2002) 	





Case-study 1b: Debye-Huckel potentials  

Beware of density dependent pair potentials 9203

studied in section 3, where the effective density dependent potential ve f f
g (r; ρ) that arises from

tracing out three-body interactions generates the correct thermodynamics only through the
compressibility equation, here only the virial equation (39) should be used.

4.2. Debye–Hückel model

The effective interactions and resulting phase behaviour of charge-stabilized colloidal
suspensions have been the subject of much recent debate [8, 47]. In contrast to uncharged
mixtures, global charge neutrality implies that the canonical ensemble is the natural choice in
which to integrate out the co- and counterions to derive an effective one-component colloidal
picture. And this explains in part why the problem is so difficult, since, as was shown in the
previous subsection, tracing out one component in the canonical ensemble does not necessarily
lead to an obvious description in terms of independent (many-body) interactions. In addition,
direct computer simulations of the full mixture are greatly complicated by the long-range
nature of the Coulomb interactions and the large length scale differences between a typical
colloidal particle and the co- and counterions.

Rather than attempting yet another tracing-out procedure, this section has a much more
modest goal, namely to illustrate pitfalls that arise from a naive application of a very simple
textbook density dependent potential of the Debye–Hückel screened Yukawa form

βvDH (r; ρ) = Z 2

r
exp[−κ(ρ)r ]. (40)

Here Z is the charge of the colloidal particle, and κ(ρ) = √
4π Zρ is the screening parameter

in the absence of salt. The Bjerrum length λB = βe2/ε, with e the elemental charge and
ε the dielectric constant, has been set to 1, to simplify the notation. Since κ depends on
the overall density (through charge neutrality), it should come as no surprise that a simple
application of the compressibility equation (1) and the virial equation (2) do not generate the
same thermodynamics. Since equation (40) is an integrable potential,

β v̂(k = 0; ρ) = 4π Z 2

κ2
= Z

ρ
, (41)

its thermodynamic behaviour resembles that of a mean-field fluid [10] for large ρ or (very)
small effective Z , where the RPA closure should be quite accurate. Thus the two routes lead
to

Z R P A
c = 1 + Z , (42)

which can be interpreted as the ideal EOS of the colloids and Z counterions, and

Zvir =
(

1 +
1
2

Z
)

− 2
3
βπρ

∫
r2

[
h(r)

(
r
∂vDH (r)

∂r

)
− g(r)3ρ

∂vDH (r)

∂ρ

]
. (43)

Even the leading term in the virial equation differs from the compressibility equation. Since
both the r and ρ derivatives of vDH (r; ρ) are always negative, the second two terms of Zvir both
reduce its value w.r.t. the leading Z M F = (1 + 1

2 Z) term10, increasing the difference between
the two routes even further. The present discrepancy originates not in the lack of consistency
of the closure, but rather in the naive application of a density dependent pair potential. A
more careful analysis of the underlying two-component colloid + counterion system shows
that volume terms must also be taken into account [47], but these do not bring the two routes

10 At least in the regime where the RPA is a reasonable approximation. Note that the virial equation can be exactly
solved in the RPA approximation [22]
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global density ρ = N/V . There are no volume, one-body or many-body terms. No further
assumptions as to the origin of the density dependence are made. Two established ways
to calculate the equation of state (EOS) Z and other thermodynamic properties from the
correlation functions are [15]:

(i) The compressibility route

Zc = β P
ρ

=
∫ ρ

0

∂β P(ρ ′)

∂ρ ′
dρ ′

ρ
=

∫ ρ

0
[1 − ρ ′ĉ(k = 0; ρ ′)]

dρ ′

ρ
(1)

where ĉ(k = 0; ρ ′) is the zero-wavelength component of the Fourier transform (FT) of the
direct correlation function c(r), β = 1/kB T , and P is the pressure. This relationship follows
from simple properties of the correlation functions and their connections to thermodynamics
in the grand canonical ensemble—it is therefore independent of the particular form of the
interactions between the particles, which need not be pairwise additive [15].

(ii) The virial route

Zρ
vir = β P

ρ
= 1 − 2

3
βπρ

∫ ∞

0
r2

{
r
∂v(r; ρ)

∂r
− 3ρ

∂v(r; ρ)

∂ρ

}
g(r) dr (2)

where g(r) is the radial distribution function. The standard way to derive the virial equation
is directly through the canonical partition function

Q(N, V , T ) = %−3N

N!

∫
drN exp

{
−β

∑

i< j

v(ri j ; ρ)

}
(3)

where % is the usual thermal de Broglie wavelength. The volume derivative in

β P =
(

∂ log Q(N, V , T )

∂V

)

N,T
(4)

also acts directly on the pair potential, which brings in the extra ∂v(r; ρ)/∂ρ term in the virial
equation (2), a result first pointed out in 1969 by Ascarelli and Harrison [16] in the context
of density dependent pair potentials used for modelling liquid metals. This particular form
of the virial equation is only valid for pair potentials, but the derivation of generalizations for
systems with three-body terms is straightforward.

So far so good: both the compressibility equation (which does not change from the
density independent case) and the virial equation (which does) appear to be derived for the
case of a density dependent pair potential. Nevertheless, this apparent rigour deceives, since
it is trivial to find density dependent pair potentials where the two routes generate different
thermodynamics. Consider, for example, a special class of density dependent pair potentials
with

v(r; ρ) = ε(ρ)v0(r). (5)

Two possible ε(ρ) are shown in figure 1. The compressibility equation (1) results in a different
Z at ρ = ρ∗ for potentials (a) and (b), since the effects of all densities below ρ∗ are relevant.
In contrast, the virial equation (2) cannot distinguish between the two potentials at ρ = ρ∗

because it only includes a local density dependence. Of course it is not surprising that the
two routes to thermodynamics disagree, since one was derived in the canonical ensemble,
which only samples a single global density, while the other was derived in the grand-canonical
ensemble, which samples all densities.
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Even the leading term in the virial equation differs from the compressibility equation. Since
both the r and ρ derivatives of vDH (r; ρ) are always negative, the second two terms of Zvir both
reduce its value w.r.t. the leading Z M F = (1 + 1

2 Z) term10, increasing the difference between
the two routes even further. The present discrepancy originates not in the lack of consistency
of the closure, but rather in the naive application of a density dependent pair potential. A
more careful analysis of the underlying two-component colloid + counterion system shows
that volume terms must also be taken into account [47], but these do not bring the two routes

10 At least in the regime where the RPA is a reasonable approximation. Note that the virial equation can be exactly
solved in the RPA approximation [22]
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In RPA approximation c(r) = -βv(r)	



These terms reduce Zvir further	



Charge-neutrality means Canonical ensemble is natural & is effectively a one-component 
system	





No free lunch theorems 

 
•  Effective-potentials for depletion systems 
 
• Representability and potentials 

• A) Two and three-body potentials 
• B) Isotropic model for water 

 
• Dynamics? 
 

 
  



Case study 2: Representability problems for pair potentials 

Intuitions for effective potentials veff(r) …: 
 
representability problems:  You can’t simultaneously 
represent all the properties of the underlying system at one 
state point with one coarse-grained potential. AAL, J. Phys.: Condens. 
Matter 14, 9187 (2002) 
 
Contrast with transferability: different veff(r) at different state 
points  

Coarse-graining throws away information (No free lunch) 
 
Question: when does this matter? 
 



(low density weak w(3) limit) 

Original system Coarse-grained system 

Representability problems:  one potential can’t simultaneously  represent multiple 
properties of the system  AAL, J. Phys.: Condens. Matter 14, 9187 (2002); Faraday 
Discuss. 144, 323 (2010) 

Energy route: 

Structure route:  
g(r) çè veff(r)  

Comparison 

 g(r) from full Hamiltonian Same g(r) in coarse-grained system 

veff(r)=w(2)(r) +δvg(r) (unique) 

 pair potential veff(r) only  2 and 3 body potentials 

veff(r)= w(2)(r) +δv(r) 
 

Exhibit 
A: �



vg(r) çè gOO(r)  - “bottom up” from Tip4pEw water   

The potential is unique 
R.L. Henderson Phys. Lett. 49A, 197 (1974) 
J.T. Chayes and L. Chayes, J. Stat. Phys. 36, 471 (1984) 

 H20 with spherically symmetric pair potentials? 

Thermodynamics through compressibility route 

vg(r) changes with density,  
=>  Transferability problems for g(r) 

M.E. Johnson, T. Head-Gordon and A.A. Louis, J. Chem. Phys. 124, 144509 (2007)  
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Figure 11
(a) On-the-fly interchange between the all-atom and coarse-grained water models. (b) A
schematic representation of the hybrid liquid-water system.

We account for the long-range electrostatic interactions using the reaction field
method, in which all molecules with the charge center outside a spherical cavity of
a molecular-based cutoff radius Rc = 9 Å are treated as a dielectric continuum with
a dielectric constant εRF (86–89). The Coulomb force acting on a charge eiα , at the
center of the cutoff sphere, due to a charge e jβ within the cavity is

Fex
Ciα jβ

(riα jβ ) = eiαe jβ

4πε0

[
1

r3
iα jβ

− 1
R3

c

2(εRF − 1)
1 + 2εRF

]

riα jβ . (13)

This allows us to introduce a new single-site water model in the CG regime,
which contains no dipole moment. The single-site5 water model (75) reproduces
remarkably well the essential thermodynamic and structural features of water, as
obtained by detailed all-atom simulations using the rigid TIP3P (90) water model.
To derive the effective potential between CG molecules, we follow an iterative in-
verse statistical mechanics approach proposed by Lyubarstev & Laaksonen (91) (see
Figure 12). A perfect agreement between the all-atom and CG RDFcms is reached
using the optimized effective potential (shown in the inset of Figure 12a). The effec-
tive potential has the first primary minimum at approximately 2.8 Å, corresponding to
the first peak in the RDFcm. The slightly weaker and significantly broader minimum
at 4.5 Å corresponds to the second hydration shell. The combined effect of the two
minima leads to a local packing close to that of the all-atom TIP3P water.

To more thoroughly quantify the structural properties of our model that are
not completely defined by the RDF, we computed the distribution of the an-
gle θ between the center of mass of three nearest-neighbor molecules and the
orientational order parameter q as defined by Errington & Debenedetti (92):
q = 1 − 3

8

∑3
j=1

∑4
k= j+1(cos ψ j k + 1

3 )2, where ψ j k is the angle formed by the lines

5The simulation speed up would be even larger if a CG spherical bead represented several water molecules, as
is the case in dissipative particle dynamics simulations. However, because the lifetime of tetrahedral clusters is
well below 1 ps in water, atomistic water molecules are not easily united into a CG bead. The water molecules
could move apart in the transition regime, which would require the redistribution of the water molecules into
CG beads on the fly. By mapping one atomistic water molecule to one CG bead, we avoid this problem.
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Exhibit 
B: �



Virial eos 

internal energy 

Representability problems are severe 

vU(r) – energy route   vg(r) structure route  



Representability problems are severe 

vg(r) structure route  

extra terms will lead to deviations from the underlying
TIP4P-Ew model. However, it may turn out that taking these
terms into account leads to a better agreement between the
compressibility and virial routes. This will be explored fur-
ther in another communication.

B. Structure

By construction, our coarse-graining procedure gener-
ates a family of unique state-dependent single site potentials
that reproduce the oxygen-oxygen pair correlations exactly.
To compare the three-body correlations of the TIP4P-Ew and
family of coarse-grained models, we measure the bond angle
distribution as an integral over the full three-body correlation
function and measure the distribution of angles generated by
the neighbors of each molecule within a specified radius, Rc.

b!!" = 8"2#2Z#
0

RC

dr12#
0

RC

dr13g
!3"!r12,r13,!"r12

2 r13
2 sin ! ,

!24"

where the triplet correlation of Eq. !2" for a spherically sym-
metric potential is now dependent only on the magnitude of
the vectors connecting two nearest neighbors to a central
particle, and the angle ! between the two vectors and Z nor-
malizes b!!" to a probability distribution. In Fig. 5 we com-
pare the bond angle distributions for TIP4P-Ew $Fig. 5!a"%

and for the isotropic family $Fig. 5!b"%. While the isotropic
potentials do generate a peak at the tetrahedral angle, they
show a marked increase in close-packed configurations at
60° corresponding to a defective network structure. Even
though the absolute three-body correlations are very different
between the isotropic family and TIP4P-Ew due to this de-
fect structure, both models show the same trends with den-
sity, namely, a loss of structural order under compression.
Thus it is evident that in contrast to the virial pressure which,
besides having the incorrect value at a given state point, also
showed physically incorrect trends when comparing state
points, the family of isotropic potentials does exhibit a struc-
turally anomalous region, if the appropriate potential is taken
at each state point. By contrast, if a single isotropic potential
is taken and used at different state points, it typically does
not reproduce these structural anomalies !transferability
problems". We will discuss these differences in a future pa-
per.

C. Diffusion

While the coarse-grained particles’ translation diffusion
is an order of magnitude faster than the TIP4P-Ew water
molecules, both models display an anomalous increase in
diffusivity with compression at several isotherms. In Fig. 6
we show that the TIP4P-Ew $Fig. 6!a"% and isotropic poten-

FIG. 5. Bond angle distributions at T=235.5 K as a function of density for
!a" TIP4P-Ew and !b" isotropic potentials. RC was chosen as 3.4 Å.

FIG. 6. Translational diffusion constants vs density along four isotherms
310.5 !stars", 285.5 !triangles", 260.5 !squares", and 235.5 !circles". Lines
are fifth order polynomial fits to data points !a" TIP4P-Ew and !b" isotropic
potentials.
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virial pressure 

internal energy 

Compromise by fitting to mutiple properties?  Representability:	


A single potential can’t represent all 
properties simultaneously – All 
potentials are at best compromises	


	


Fitting too tightly to one property 
(e.g. structure) may increase errors 
in another (e.g. thermodynamics)	


	



No free-lunch theorems for representability 

See also Kremer/Mainz army on H2O	





Corrections to virial equation from density dependence? 

–Coarse-grained potentials do not generate a Hamiltonian system 

“We record our opinion that the use of density dependent effective pair potentials 
can be misleading unless it is recognized that these are mathematical constructs to be 
used in specified equations rather than physical quantities”	


J.A. Barker, D. Henderson  and W.R.  Smith  Mol. Phys. 17, 579 (1969) – see 
also John Rowlinson and other forefathers	





New equations with your coarse-graining scheme? 

!kBT"T = 1 + 4#!! r2"g#r$ − 1%dr , #10$

where "T is the isothermal compressibility at temperature T
and density !. This relationship can be derived in the grand
canonical ensemble and is independent of the form of the
underlying Hamiltonian.2 However, its practical use is lim-
ited because one needs g#r$ to derive vg

eff#r$ in the first place,
and moreover many thermodynamic properties of interest
#such as the pressure$ are related to the compressibility by an
integral over density, which means deriving a new potential
at each new state point. #See, however, Ref. 24 for an ex-
ample where this strategy leads to important speedups for a
two-component system.$

C. Hamiltonians with pairwise multisite interactions

In this paper we are focusing on the coarse graining of a
multisite pairwise representation of water to an effective de-
scription based on a one-site isotropic potential. There are
many similarities, but also some differences with the analysis
carried out above for three-body Hamiltonians like Eq. #1$.

The internal energy of a one-component fluid of particles
interacting with a pairwise, but multisite potential, can be
written as2

U#N,V,T$ = 2#
N2

V &
$,%

! v$%#r$g$%#r$r2dr , #11$

where the g$%#r$ are the intersite radial distribution functions
and the v$%#r$ are the site-site potentials for sites $ ,% on
different molecules. An effective representation based on iso-
tropic potentials could be derived through the energy coarse-
graining route by picking a particular site-site radial distri-
bution function, which we shall call gAB#r$, and insisting that
the internal energy is reproduced by the simple two-body
formula

U#N,V,T$ = 2#
N2

V
!

0

&

gAB#r$vU
eff#r$r2dr , #12$

which, in direct analogy with Eq. #3$, defines an effective
potential vU

eff#r$. An analytic form for vU
eff#r$ is easily ob-

tained by comparing Eq. #11$ with Eq. #12$,

vU
eff = vAB#r$ + 'vU#r$ , #13$

where

'vU#r$ =
&$,%! g$%#r$v$%#r$

gAB#r$
, #14$

and the “ !” on the sum means that the term with $%=AB is
left out.

Just as was found for the many-body Hamiltonians, this
energy coarse-graining route yields an effective potential that
is state dependent, since it is mediated by the correlation
functions g$%#r$. But in contrast to the case for a many-body
Hamiltonian described by Eq. #6$, the low-density limit is
not normally zero because it includes an implicit average
over geometrical constraints. In this limit, the analytic form
can be calculated from Mayer cluster functions f$%#r$

=exp"−%v$%#r$%−1, although in practice, such procedures
may be highly nontrivial,26 depending on which correlation
function one chooses as well as on the complexity of the
site-site potential.

Given a pair correlation function gAB#r$, one could also
derive a description based on isotropic pairwise potentials by
attempting an inversion to find the effective potential vg

eff#r$
that reproduces gAB#r$. If such a pairwise potential exists,
then it will be unique,10–12 following arguments similar to
that employed for the many-body Hamiltonians.

In the limit of zero density, vg
eff#r$ takes the form

lim
!→0

%vg
eff#r$ = − log"gAB#r$% , #15$

but in contrast to the case for a many-body Hamiltonian, this
does not reduce to the bare pair potential vAB#r$ because
gAB#r$ has a more complex dependence on the Mayer cluster
integrals. It is not hard to show that, in this low-density limit,
vg

eff#r$ and vU
eff#r$ do not generally have the same analytical

forms and so suffer from similar representability problems to
those we described for many-body potentials. Figure 1 fore-
shadows the outcome of coarse graining the TIP4P-Ew mul-

FIG. 1. The effective potential through the internal energy #stars$ and pair
correlation function #circles$ coarse-graining procedures for #a$ T=310 K
and !=0.9 g/cm3 and #b$ T=310 K and !=1.29 g/cm3, illustrating the dif-
ference between the unique potential vg#r$ generated through the pair cor-
relation function route and vU#r$ generated through the internal energy
route. Clearly the former potential will not reproduce the internal energy
through standard formula #3$.
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!kBT"T = 1 + 4#!! r2"g#r$ − 1%dr , #10$

where "T is the isothermal compressibility at temperature T
and density !. This relationship can be derived in the grand
canonical ensemble and is independent of the form of the
underlying Hamiltonian.2 However, its practical use is lim-
ited because one needs g#r$ to derive vg

eff#r$ in the first place,
and moreover many thermodynamic properties of interest
#such as the pressure$ are related to the compressibility by an
integral over density, which means deriving a new potential
at each new state point. #See, however, Ref. 24 for an ex-
ample where this strategy leads to important speedups for a
two-component system.$

C. Hamiltonians with pairwise multisite interactions

In this paper we are focusing on the coarse graining of a
multisite pairwise representation of water to an effective de-
scription based on a one-site isotropic potential. There are
many similarities, but also some differences with the analysis
carried out above for three-body Hamiltonians like Eq. #1$.

The internal energy of a one-component fluid of particles
interacting with a pairwise, but multisite potential, can be
written as2

U#N,V,T$ = 2#
N2

V &
$,%

! v$%#r$g$%#r$r2dr , #11$

where the g$%#r$ are the intersite radial distribution functions
and the v$%#r$ are the site-site potentials for sites $ ,% on
different molecules. An effective representation based on iso-
tropic potentials could be derived through the energy coarse-
graining route by picking a particular site-site radial distri-
bution function, which we shall call gAB#r$, and insisting that
the internal energy is reproduced by the simple two-body
formula

U#N,V,T$ = 2#
N2

V
!

0

&

gAB#r$vU
eff#r$r2dr , #12$

which, in direct analogy with Eq. #3$, defines an effective
potential vU

eff#r$. An analytic form for vU
eff#r$ is easily ob-

tained by comparing Eq. #11$ with Eq. #12$,

vU
eff = vAB#r$ + 'vU#r$ , #13$

where

'vU#r$ =
&$,%! g$%#r$v$%#r$

gAB#r$
, #14$

and the “ !” on the sum means that the term with $%=AB is
left out.

Just as was found for the many-body Hamiltonians, this
energy coarse-graining route yields an effective potential that
is state dependent, since it is mediated by the correlation
functions g$%#r$. But in contrast to the case for a many-body
Hamiltonian described by Eq. #6$, the low-density limit is
not normally zero because it includes an implicit average
over geometrical constraints. In this limit, the analytic form
can be calculated from Mayer cluster functions f$%#r$

=exp"−%v$%#r$%−1, although in practice, such procedures
may be highly nontrivial,26 depending on which correlation
function one chooses as well as on the complexity of the
site-site potential.

Given a pair correlation function gAB#r$, one could also
derive a description based on isotropic pairwise potentials by
attempting an inversion to find the effective potential vg

eff#r$
that reproduces gAB#r$. If such a pairwise potential exists,
then it will be unique,10–12 following arguments similar to
that employed for the many-body Hamiltonians.

In the limit of zero density, vg
eff#r$ takes the form

lim
!→0

%vg
eff#r$ = − log"gAB#r$% , #15$

but in contrast to the case for a many-body Hamiltonian, this
does not reduce to the bare pair potential vAB#r$ because
gAB#r$ has a more complex dependence on the Mayer cluster
integrals. It is not hard to show that, in this low-density limit,
vg

eff#r$ and vU
eff#r$ do not generally have the same analytical

forms and so suffer from similar representability problems to
those we described for many-body potentials. Figure 1 fore-
shadows the outcome of coarse graining the TIP4P-Ew mul-

FIG. 1. The effective potential through the internal energy #stars$ and pair
correlation function #circles$ coarse-graining procedures for #a$ T=310 K
and !=0.9 g/cm3 and #b$ T=310 K and !=1.29 g/cm3, illustrating the dif-
ference between the unique potential vg#r$ generated through the pair cor-
relation function route and vU#r$ generated through the internal energy
route. Clearly the former potential will not reproduce the internal energy
through standard formula #3$.
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!kBT"T = 1 + 4#!! r2"g#r$ − 1%dr , #10$

where "T is the isothermal compressibility at temperature T
and density !. This relationship can be derived in the grand
canonical ensemble and is independent of the form of the
underlying Hamiltonian.2 However, its practical use is lim-
ited because one needs g#r$ to derive vg

eff#r$ in the first place,
and moreover many thermodynamic properties of interest
#such as the pressure$ are related to the compressibility by an
integral over density, which means deriving a new potential
at each new state point. #See, however, Ref. 24 for an ex-
ample where this strategy leads to important speedups for a
two-component system.$

C. Hamiltonians with pairwise multisite interactions

In this paper we are focusing on the coarse graining of a
multisite pairwise representation of water to an effective de-
scription based on a one-site isotropic potential. There are
many similarities, but also some differences with the analysis
carried out above for three-body Hamiltonians like Eq. #1$.

The internal energy of a one-component fluid of particles
interacting with a pairwise, but multisite potential, can be
written as2

U#N,V,T$ = 2#
N2

V &
$,%

! v$%#r$g$%#r$r2dr , #11$

where the g$%#r$ are the intersite radial distribution functions
and the v$%#r$ are the site-site potentials for sites $ ,% on
different molecules. An effective representation based on iso-
tropic potentials could be derived through the energy coarse-
graining route by picking a particular site-site radial distri-
bution function, which we shall call gAB#r$, and insisting that
the internal energy is reproduced by the simple two-body
formula

U#N,V,T$ = 2#
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V
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gAB#r$vU
eff#r$r2dr , #12$

which, in direct analogy with Eq. #3$, defines an effective
potential vU

eff#r$. An analytic form for vU
eff#r$ is easily ob-

tained by comparing Eq. #11$ with Eq. #12$,

vU
eff = vAB#r$ + 'vU#r$ , #13$

where

'vU#r$ =
&$,%! g$%#r$v$%#r$

gAB#r$
, #14$

and the “ !” on the sum means that the term with $%=AB is
left out.

Just as was found for the many-body Hamiltonians, this
energy coarse-graining route yields an effective potential that
is state dependent, since it is mediated by the correlation
functions g$%#r$. But in contrast to the case for a many-body
Hamiltonian described by Eq. #6$, the low-density limit is
not normally zero because it includes an implicit average
over geometrical constraints. In this limit, the analytic form
can be calculated from Mayer cluster functions f$%#r$

=exp"−%v$%#r$%−1, although in practice, such procedures
may be highly nontrivial,26 depending on which correlation
function one chooses as well as on the complexity of the
site-site potential.

Given a pair correlation function gAB#r$, one could also
derive a description based on isotropic pairwise potentials by
attempting an inversion to find the effective potential vg

eff#r$
that reproduces gAB#r$. If such a pairwise potential exists,
then it will be unique,10–12 following arguments similar to
that employed for the many-body Hamiltonians.

In the limit of zero density, vg
eff#r$ takes the form

lim
!→0

%vg
eff#r$ = − log"gAB#r$% , #15$

but in contrast to the case for a many-body Hamiltonian, this
does not reduce to the bare pair potential vAB#r$ because
gAB#r$ has a more complex dependence on the Mayer cluster
integrals. It is not hard to show that, in this low-density limit,
vg

eff#r$ and vU
eff#r$ do not generally have the same analytical

forms and so suffer from similar representability problems to
those we described for many-body potentials. Figure 1 fore-
shadows the outcome of coarse graining the TIP4P-Ew mul-

FIG. 1. The effective potential through the internal energy #stars$ and pair
correlation function #circles$ coarse-graining procedures for #a$ T=310 K
and !=0.9 g/cm3 and #b$ T=310 K and !=1.29 g/cm3, illustrating the dif-
ference between the unique potential vg#r$ generated through the pair cor-
relation function route and vU#r$ generated through the internal energy
route. Clearly the former potential will not reproduce the internal energy
through standard formula #3$.
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Representing properties differently in your CG scheme, e.g. take 
into account :	


1) Entropy differences etc…	


2) One-body terms?	


3) Phase-diagrams	





CG moves phase-boundaries … 



Thoughts on representability	


1.  Effective potentials are not Hamiltonian potentials	



a)  Beware of using equations that treat them as such	


§  E.g. Corrections to virial equation from density dependence – mostly wrong	


§  But better thermodynamic equations might be derivable from coarse-graining 

scheme	


b)  To map to something analogical to a Hamiltonian, care must be taken with ensembles 

(canonical ensemble may not be ideal)	


c)  Be careful about one-body terms & missing degrees of freedom	


d)  “Energetic” and “Entropic” character can change	


	



2.  Effective potentials are compromises – there is no free lunch	


a)  It’s probably better not to fit too tightly to just one property (e.g. structure),  but rather 

multiple properties at once.	


b)  STOP & THINK: no substitute for physical insight, e.g. symmetries etc… 	



a)  Effective emergent models	


b)  Nearby phase boundaries	



c)  “Automated” coarse-graining techniques and black box methods should be treated with 
suspicion.	



1.  Representability and transferability are probably related. (State dependence)	


	


AAL, J. Phys.: Condens. Matter 14, 9187 (2002); arXiv:1001.1097,  M. Johnson, T. Head-Gordon, AAL, J. Chem. Phys. 126, 144509 

(2007).   + many papers by members of the audience  	





Further thoughts on representability? 

l  “Emergent models” v.s. models for fine-graining 
l  Different approaches? 

l  Fitting to thermodynamic quantities? 

l  Testing representability issues  

There is no such thing as a free lunch! 
but cost can be brought down by physical insight 



No free lunch theorems 

 
•  Effective-potentials for depletion systems 
 
• Representability and potentials 

• A) Two and three-body potentials 
• B) Isotropic model for water 

 
• Dynamics? 
 

 
  



More difficulties with dynamics … 

Diffusion coefficient of assemblies ……    
 
Telescoping down? 
 
Flattened energy land-scapes   

? 

? 
DYNAMICS?    http://arxiv.org/abs/1001.1166;  
J.T. Padding and AAL  Phys. Rev. E 74, 031402 (2006)       

D ~ R-1 D ~ Rg
-1 

Brownian Dynamics D ~ N-1 
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Coarse-graining:Telescoping time-scales 

10-3  -- 

10-2  -- 

10-1  -- 

100   -- 

tcs-sonic=R/cs 

τFP-Fokker-Planck 

τν-kinematic=R2/ν 

τD-Colloid diffusion= R2/Dcol 

telescoping down 

10-15s -- 
10-14s -- 
10-13s -- 
10-12s -- 
10-11s -- 
10-10s -- 
10-9 s -- 
10-8 s -- 
10-7 s -- 
10-6 s -- 
 
10-1 s -- 
100  s -- 

τcol-fluid collision 
τf-fluid de-correlation 
τFP-Fokker-Planck 

tcs-sonic=R/cs 

τB-Brownian (Langevin)=M/ξ 
τν-kinematic=R2/ν 

τD-Colloid diffusion=R2/Dcol 

τB has no independent physical significance for colloids:      beware of 
simple Langevin equation  

all you need is time-scale separation 
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How do I map to physical time/length scales? 

10-3  -- 

10-2  -- 

10-1  -- 

100   -- 

tcs-sonic=R/cs 

τFP-Fokker-Planck 

τν-kinematic=R2/ν 

τD-Colloid diffusion= R2/Dcol 

1.  mapping to diffusion time 
2.  mapping to kinematic time 
3.  mapping potentials 
 
 

gFkT

F

F

telescoping down 



Coarse-graining changes energy landscapes 

FE landscape: CG model 

FE landscape: atomistic model 

~ kT 

~ 
kT 

Extremely unlikely that all barriers are lowered to give the same time-
scales – so multiple time-scales mappings in one simulation … 	



Figure from C. Peter	




