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- Pollak, Srinivasan (1970)!
- Efros-Shklovskii (1975) stability argument:
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- Classical particles, no double occupancy!
 !
- Uncorrelated quenched random potential!
!
- Hopping rate!

- Doped semiconductors !
- Amorphous semiconductors (e.g. indium oxide   - Z. Ovadyahu)!
- Self-assemblies of semiconductor nanocrystals (P. Guyot-Sionnest)!
- Granular metals (T. Grenet, J. Delahaye)!
- Graphene oxide sheets (S. Khondaker)!
- Conducting polymers!

Generic !
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Monte Carlo confirmation of ES law

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

t !
0
 T

2

10
0

10
1

10
2

P
  
/ 

( 
t 

E
 !

0
N

 )

0.8
0.5
0.4
0.3
0.2
0.17
0.13
0.1
0.09
0.07
0.05
0.04
0.03

10
1

10
2

10
3

10
4

10
5

10
6

10
7

t

10
-2

10
0

10
2

P
 /

 N

~ t

(a)
T

1 2 3 4 5 6

1/T
1/2

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

!
0
T

2.7 exp[ -(6.2/T)
1/2

 ]

1.74 exp[ -(9.33/T)
1/2

 ] / T

(b)

FIGURE 3. (a) Inset: time evolution of the polarization starting from a random initial configuration at different temperatures for

L = 512. The steady-state conductivity !0 = limt→"(dP/dt)/(NE) is reached after a transient time # ≈ 1/(T 2!0). Main figure:

same data rescaled as a function of t/# . In this figure we use a deterministic time increment $t = m/%. Using a stochastic increment

does not produce any appreciable difference. (b) Fit to the Efros-Shklovskii law !0 = bT−& exp[−(T0/T )1/2] for & = 1,2.

for the model with random sites [2]. At each iteration we need 3M random numbers (to choose ik, rik jk , and to accept

the hops), which requires a random number generator (RNG) able to generate a large number of uncorrelated random

sequences in parallel. The code uses functions of our own and the open-source libraries Thrust [8] (for generic parallel

transformations) and Philox from Random123 [9] (a GPU-suitable RNG). The code also exploits the “embarrassing

parallelism” of the local energy update: we distribute the update on N parallel threads, where the k-th thread updates

the local energy on lattice site k.

RESULTS FOR THE LATTICE MODEL IN TWO DIMENSIONS

We simulated two-dimensional square lattices with N = L2 sites, for L = 64,128,256,512,1024,2048, setting ' = 1/2,

( = 1, W = 1, and E = T/10. We use toroidal boundary conditions in both directions, and adopt the minimal image

convention for ri j and $xi j. We do not allow hops larger than L/2 (in our simulations, the typical hopping length is

much shorter than L/2 anyway). To recover cgs units from the numerical data below, the dimensionless quantities

{H,T,t,E,P,!} must be multiplied respectively by {e2/()a),e2/()akB),#0,e/()a2),ea,a3−D)/#0}, where e is the

electron charge and ) is the dielectric constant of the lattice.

To validate the code, we start by analyzing the single-particle density of states, defined as the normalized histogram

g(*,T ) = +k ,$*(* − *k), for a given binning size $* . In Fig.2(a) we show g(*,T ) in the steady state for different

temperatures and L = 512. As shown in the inset, in the Coulomb gap region the data can be rescaled as g(*,T ) =
T f (*/T ), and are well fitted by g(*,T ) = c|*| for small |*|, with c = 0.62. The prefactor is consistent with the

theoretical estimate [6] c = 2/- but is larger than the estimate c = 0.40 obtained with the parallel tempering MC

algorithm [10], which allows many-electron rearrangements and thus can reach lower energies then the single-particle

KMC, even if the latter seems to have reached a steady state, as shown in Fig.2(b)).

Next, we analyze the conductivity. The inset of Fig.3(a) shows how, starting from a random configuration, after a

transient time the polarization grows linearly in time, and a stationary conductivity can be estimated as !0 = P/(NEt)
for large t. Further relaxation of the conductivity at larger times cannot be discarded, but should be neglibible for time

scales a few times larger than the transient time. Our data for !0(T ), shown in Fig.3(b), agree with Ref.[1] up to a

factor two. The data are well fitted by the Efros-Shklovskii law !0 = bT−& exp[−(T0/T )1/2] assuming & = 1, which

gives T0 = 6.2,b = 2.7. However, the choice & = 2 fits equally well the data for T < 0.25, giving T0 = 9.3,b = 1.7. As

shown in the main figure, the time evolution of P(t) at different temperatures can be collapsed very well onto a single

curve by rescaling the time with a characteristic transient time # ∼ (!0T 2)−1. This suggests a scaling relation

!(t,T ) = !0(T ) f (t!o(T )T 2) . (4)
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for the model with random sites [2]. At each iteration we need 3M random numbers (to choose ik, rik jk , and to accept

the hops), which requires a random number generator (RNG) able to generate a large number of uncorrelated random

sequences in parallel. The code uses functions of our own and the open-source libraries Thrust [8] (for generic parallel

transformations) and Philox from Random123 [9] (a GPU-suitable RNG). The code also exploits the “embarrassing

parallelism” of the local energy update: we distribute the update on N parallel threads, where the k-th thread updates

the local energy on lattice site k.

RESULTS FOR THE LATTICE MODEL IN TWO DIMENSIONS

We simulated two-dimensional square lattices with N = L2 sites, for L = 64,128,256,512,1024,2048, setting ' = 1/2,

( = 1, W = 1, and E = T/10. We use toroidal boundary conditions in both directions, and adopt the minimal image

convention for ri j and $xi j. We do not allow hops larger than L/2 (in our simulations, the typical hopping length is

much shorter than L/2 anyway). To recover cgs units from the numerical data below, the dimensionless quantities

{H,T,t,E,P,!} must be multiplied respectively by {e2/()a),e2/()akB),#0,e/()a2),ea,a3−D)/#0}, where e is the

electron charge and ) is the dielectric constant of the lattice.

To validate the code, we start by analyzing the single-particle density of states, defined as the normalized histogram

g(*,T ) = +k ,$*(* − *k), for a given binning size $* . In Fig.2(a) we show g(*,T ) in the steady state for different

temperatures and L = 512. As shown in the inset, in the Coulomb gap region the data can be rescaled as g(*,T ) =
T f (*/T ), and are well fitted by g(*,T ) = c|*| for small |*|, with c = 0.62. The prefactor is consistent with the

theoretical estimate [6] c = 2/- but is larger than the estimate c = 0.40 obtained with the parallel tempering MC

algorithm [10], which allows many-electron rearrangements and thus can reach lower energies then the single-particle

KMC, even if the latter seems to have reached a steady state, as shown in Fig.2(b)).

Next, we analyze the conductivity. The inset of Fig.3(a) shows how, starting from a random configuration, after a

transient time the polarization grows linearly in time, and a stationary conductivity can be estimated as !0 = P/(NEt)
for large t. Further relaxation of the conductivity at larger times cannot be discarded, but should be neglibible for time

scales a few times larger than the transient time. Our data for !0(T ), shown in Fig.3(b), agree with Ref.[1] up to a

factor two. The data are well fitted by the Efros-Shklovskii law !0 = bT−& exp[−(T0/T )1/2] assuming & = 1, which

gives T0 = 6.2,b = 2.7. However, the choice & = 2 fits equally well the data for T < 0.25, giving T0 = 9.3,b = 1.7. As

shown in the main figure, the time evolution of P(t) at different temperatures can be collapsed very well onto a single

curve by rescaling the time with a characteristic transient time # ∼ (!0T 2)−1. This suggests a scaling relation

!(t,T ) = !0(T ) f (t!o(T )T 2) . (4)

also M.Ortuño and A.Somoza, Tsigankov & Efros, J. Bergli, and many others. 
E. Ferrero, A. Kolton, M. Palassini, AIP Conf. Proc. 1610, 71 (2014)
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Why a glass?
- Davies, Lee, Rice 1982: idea of an “electron glass” phase by analogy with a 

spin glass phase: “This glass state may also appear in the dependence of the 
electrical conductivity on the sample’s history, with difference between 
samples cooled in an electric field and without”!
!

!- Monroe 1987: slow relaxation of capacitance in Ga As
- Ben-Chorin, Ovadyahu, Pollak ´93: slow relaxation, anomalous field effect

Logarithmic !
relaxation!
of conductivity!
!

10

when the time axis is rescaled by tw. The theoretical curve will be discussed in section (IV).

2. Granular Aluminum

Extensive experimental work using the above IRM protocol has been performed on granular Aluminum by Grenet

et al. [16, 34]. Most of the results show striking similarity to those obtained for InO, see Fig. 4. Some di↵erences

occur in the behavior of the two-dip experiment, which will be described in section (VB).

3. Other materials

Experiments performed on silicon by Popovic et al. have shown power-law relaxations, albeit with apparently no

full aging [35–37]. They experimentally observe a transition between a phase where aging e↵ects exist (dependence

on tw) to one where no such dependence exists. While very interesting by its own right, it seems that the underlying

mechanism is di↵erent than the one which occurs for InO and Al, which is the one we focus on in this review, and

10−2 100 1020

2

4

6

8

 t/tw

Si
gn
al

granular Al (Grenet)
InO (Ovadyahu)
Theory: log(1+tw/t)

FIG. 4: Comparison between the theoretical prediction of Eq. (17) and various experiments. No fitting parameters are used.

Data courtesy of Z. Ovadyahu and T. Grenet.

Amir, Oreg, Imry 2010
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FIG. 4: (Color online) Charge-order correlation length along

path BC in Fig. 1. Top inset: order parameter Ms along paths

AB, BC, and DE. Bottom inset: specific heat along path BC.

GP does not exist above the dashed line in Fig. 1.
Critical behavior – Since at W = 0 the fluid-COP tran-

sition has a positive specific-heat exponent [23], disorder
is relevant [34] and the W ⇥= 0 transition will be gov-
erned by a random fixed point which, by analogy with the
RFIM [12], we expect to be at zero temperature [35]. As-
suming the transition is second order, as we ascertained
by inspecting the distribution of ms for individual sam-
ples, we obtain the critical exponents in Table I. We es-
timated ⇥/⇧ and ⇤̄/⇧ with the quotient method [36] for
the observables Ms and ⌃̄L = N [⌅ms

2⇧]av respectively
[the quotient estimates from (L, L�) = (6, 8), (6, 10) and
(8, 10) agree within the errors], while ⇤/⇧ was obtained
by fitting aL�/⇥ to the height of the peak of the sus-
ceptibility N [⌅ms

2⇧ � ⌅|ms|⇧2]av (data not shown). The
specific heat cL = 1/(NT 2)[⌅H2⇧� ⌅H⇧2]av shows a peak
that increases slowly with L (Fig. 4, bottom inset), which
suggests either � < 0 or a logarithmic divergence (� = 0).
We could not estimate ⇧ directly in a reliable way, but
we obtain ⇧ = 1.11(12) from the modified hyperscaling
relation [35] (d� ⌅)⇧ = 2��, assuming � = 0 and using
⌅ = ⇤̄/⇧�⇤/⇧ = 1.20(20). As shown in Table I, the criti-
cal exponents agree fairly well with the known values for
the RFIM [37], which suggests that the system remains
e�ectively short-range near the transition.

To conclude, our results show that, although mean-
field theory seems to capture correctly the DOS near the
Coulomb gap, the interaction remains well screened and
the correlations remain short-range down to rather low
temperatures. If an equilibrium glass phase exists, its
onset must be at exceptionally low temperatures.

TABLE I: Critical exponents for the fluid-COP transition

along BC in Fig. 1, compared with the RFIM values [37].

⇥/⇤ ⇥̄/⇤ �/⇤ ⇤

Coulomb glass 1.69(17) 2.89(15) 0.06(3) 1.11(12)

RFIM 1.44(12) 2.93(11) 0.011(3) 1.37(9)
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E. Cuevas, Phys. Stat. Sol. (b) 218, 11 (2000).

[16] E. R. Grannan and C. C. Yu, Phys. Rev. Lett. 71, 3335

(1993).

[17] B. Surer, H. G. Katzgraber, G. T. Zimanyi, B. A. All-

good, and G. Blatter, cond-mat/08054640 (2008).

[18] A. A. Pastor and V. Dobrosavljević, Phys. Rev. Lett. 83,
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[25] A. Möbius, talk given at TIDS11 (2005).

[26] M. Goethe and M. Palassini, in preparation.
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           3D Coulomb glass
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The lowest temperature is very near the glass transition
temperature (see our phase diagram, Fig. 2). As we can see,
our theory captures in surprisingly quantitative detail the
formation of the plasma dip in the fluid phase. In the past,
this phenomenon has often been confused with the forma-
tion of the true ES gap which, as we argue below, only
emerges within the glassy phase. Finally, we test the limits
of our theory by computing the DOS for the 2D CG in the
absence of disorder. Even in this extreme case, we repro-
duce semiquantitatively exact numerical results of Ref. [8].

Glassy ordering.—To examine the stability of the fluid
phase to glassy ordering, we examine the Baym-Kadanoff
(BK) functional !BK!q̂". This is a functional of the corre-
lator q̂, which yields the exact equations of motion at the
saddle point, where it coincides with the exact free energy.
To obtain our self-consistency conditions, a local approxi-
mation [13] is made on the two particle irreducible part of
!BK. In this formulation, the stability of our fluid RS
solution can be obtained by a standard replica symmetry
breaking (RSB) analysis [15] of the BK functional at the
saddle point. The corresponding RSB instability criterion
takes the form

1

!!2
ii"dis

# 1

!!ii"2dis
$ 1

P

j
!!ij"2dis

% 0: (9)

Here, !ij is the density-density correlation function com-
puted for a fixed realization of disorder, i.e., !ij %
h"ni"njiT # h"niiTh"njiT . The left-hand side of Eq. (9)
is nothing but 1=

P

j!!2
ij"dis, the inverse of the glass suscep-

tibility, a quantity which diverges at the transition. In terms
of the RS solution the RSB condition reads

q
"

% 1

16

Z

D!x"cosh#4
!
1

2
x#Weff

"

: (10)

As an illustration, we present results for the CG on a 3D
cubic lattice, and in Fig. 2 we plot the corresponding phase
diagrams obtained by numerically solving our self-
consistency conditions. At small disorder and temperature
T & 0:95 (which is in satisfactory agreement with the
exact value [16] Tc % 0:129) the system enters the charge
ordered phase. Stronger disorder suppresses the charge
ordering, and the system can exist either in a liquid phase
(at higher temperature) or in the glass phase (at lower T).
The liquid is separated from the glass by the RSB line, also
known as the Almeida-Thouless [15] line. We emphasize
that the ordering temperature we predict is roughly an
order of magnitude smaller than the Coulomb energy, in
remarkable quantitative agreement with all available simu-
lation results [3–5,8].

This interesting fact can be traced down to the screening
of the Coulomb interaction. Indeed, the overall energy
scale characterizing the screened Coulomb potential
Vscr'r( % "0 expf#r=‘scrg=r is roughly an order of magni-
tude smaller than the bare Coulomb energy. The corre-
sponding screening length ‘scr % !'!#1 $"c(='#"0("1=2
[shown for W % '2

###

3
p

(#1 in the inset of Fig. 2] decreases
(albeit weakly) with temperature and remains short
throughout the fluid (RS) phase. This observation also

d=3d=3

FIG. 1 (color online). Our analytical predictions for the single-
particle density of states (solid lines) are found to be in excellent
quantitative agreement with simulation results (dashed lines),
with no adjustable parameters. Shown are results for the three-
dimensional case studied in Ref. [7], corresponding to W %
1='2

###

3
p

(, and temperatures T % 0:4, 0.2, 0.1, and 0.05 (top
panel), and the two-dimensional model of Ref. [8], correspond-
ing to W % 0, T % 0:1, and K % 0:2. All lines correspond to the
plasma phase, while T % 0:05 is very close to the glass transition
temperature.
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FIG. 2 (color online). Three-dimensional Coulomb glass phase
diagram. The full horizontal line indicates the RSB instability
and the dotted line shows where the RS entropy turns negative.
The screening length in the inset is plotted for the same disorder
and the range of temperatures (fluid phase) as in Fig. 1.
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electron-hole pairs, until we reach a configuration stable against all one-particle hops, or pseudo
ground state [17]. To this end, we use a modified version of the algorithm of Ref. [18] adapted
to the periodic geometry [16].

We report here our results for L = 100. We simulate 32 (96) disorder realizations, or samples,
for W = 2 (W = 4). To reduce the sample-to-sample fluctuations of εF , which tend to fill the
Coulomb gap, before averaging over samples we shift g(ε) by (εa + εb)/2 for each sample, where
εa and εb are such that

∫ εa

−∞ dε g(ε) =
∫ ∞
εb

dε g(ε) = p. In Fig.1 we plot g(ε)W as a function

of εW 1/2, excluding energies affected by finite-size effects (ε ≤ 0.015, as we determined from a
finite-size scaling analysis [16]). For 0.1 < εW 1/2 < 0.4 (or 0.07 < ε/∆ < 0.26, where we define
∆ =( g0(0)π/3)1/2 = (18/π)1/4/W 1/2) the data are close to g(ε) = (3/π)ε2, but a deviation is
visible for small ε. We solved the modified SCE with the same numerical method and parameters
(η = 4, γ = 1.5) as ESS for g0(ε) = (2πW 2)−1/2 exp[−ε2/(2W 2)]. (For the box distribution, our
solution agrees with theirs. Incidentally, we also solved numerically Eq.(3), finding oscillations in
ε around the asymptotic solution 3ε2/π [19]). As shown in Fig.1, the solution for W = 2 is fairly
close to the data at intermediate energies, but for small ε it gives a steeper behavior. Taking
η = 3 improves only slightly the agreement. For small ε the data for W = 2, 4 are superimposed,
consistent with the asymptotic scaling g(ε) ∼ g0(ε)P (ε), but are actually far from the function
g0(ε)P (ε), showing that much smaller energies are needed to see the exponential hardening.
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Figure 1. 1-DOS for two different
disorder strengths W , obtained with
averaging parameter p = 0.499. The
curved lines represent the numerical
solution of the modified SCE and the
asymptotic behavior g0(ε)P (ε).
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Figure 2. Same as Fig.1 with a differ-
ent scaling. Note that the solutions of
the modified SCE for W = 2 and 4 are
almost indistinguishable.

The deviation from both the quadratic behavior and the modified SCE becomes very clear
by plotting g(ε)/ε2, see Fig.2. The data are also consistent with g(ε) = cd|ε|δ with δ ≃ 2.4 for
εW 1/2 < 0.2, displayed with the sloped line in Fig.2. In fact, the data for different W are well
described by g(ε) = ad|ε|δW 1−δ/2 with δ ≃ 2.4, ad ≃ 2.

To estimate the systematic error due to pseudo ground states not being true ground states,
we ran the algorithm 20 times per sample for a subset of 196 samples with L = 60, W = 2. The
sample-averaged g(ε) computed with the pseudo ground states a and b with lowest and highest
energy for each sample agree within the error bars. In average, a and b differ in only ≃ 1% of the
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Numerical evidence

electron-hole pairs, until we reach a configuration stable against all one-particle hops, or pseudo
ground state [17]. To this end, we use a modified version of the algorithm of Ref. [18] adapted
to the periodic geometry [16].

We report here our results for L = 100. We simulate 32 (96) disorder realizations, or samples,
for W = 2 (W = 4). To reduce the sample-to-sample fluctuations of εF , which tend to fill the
Coulomb gap, before averaging over samples we shift g(ε) by (εa + εb)/2 for each sample, where
εa and εb are such that

∫ εa

−∞ dε g(ε) =
∫ ∞
εb

dε g(ε) = p. In Fig.1 we plot g(ε)W as a function

of εW 1/2, excluding energies affected by finite-size effects (ε ≤ 0.015, as we determined from a
finite-size scaling analysis [16]). For 0.1 < εW 1/2 < 0.4 (or 0.07 < ε/∆ < 0.26, where we define
∆ =( g0(0)π/3)1/2 = (18/π)1/4/W 1/2) the data are close to g(ε) = (3/π)ε2, but a deviation is
visible for small ε. We solved the modified SCE with the same numerical method and parameters
(η = 4, γ = 1.5) as ESS for g0(ε) = (2πW 2)−1/2 exp[−ε2/(2W 2)]. (For the box distribution, our
solution agrees with theirs. Incidentally, we also solved numerically Eq.(3), finding oscillations in
ε around the asymptotic solution 3ε2/π [19]). As shown in Fig.1, the solution for W = 2 is fairly
close to the data at intermediate energies, but for small ε it gives a steeper behavior. Taking
η = 3 improves only slightly the agreement. For small ε the data for W = 2, 4 are superimposed,
consistent with the asymptotic scaling g(ε) ∼ g0(ε)P (ε), but are actually far from the function
g0(ε)P (ε), showing that much smaller energies are needed to see the exponential hardening.
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Figure 1. 1-DOS for two different
disorder strengths W , obtained with
averaging parameter p = 0.499. The
curved lines represent the numerical
solution of the modified SCE and the
asymptotic behavior g0(ε)P (ε).

10
-1

10
0

10
-2

10
-1

10
0

g
L
(!

) 
/ 
!
2

! W
1/2

 

L = 100

W = 2

W = 4

3/"

Slope 0.4

SCE (W=2, #=4)

SCE (W=4, #=4)

Figure 2. Same as Fig.1 with a differ-
ent scaling. Note that the solutions of
the modified SCE for W = 2 and 4 are
almost indistinguishable.

The deviation from both the quadratic behavior and the modified SCE becomes very clear
by plotting g(ε)/ε2, see Fig.2. The data are also consistent with g(ε) = cd|ε|δ with δ ≃ 2.4 for
εW 1/2 < 0.2, displayed with the sloped line in Fig.2. In fact, the data for different W are well
described by g(ε) = ad|ε|δW 1−δ/2 with δ ≃ 2.4, ad ≃ 2.

To estimate the systematic error due to pseudo ground states not being true ground states,
we ran the algorithm 20 times per sample for a subset of 196 samples with L = 60, W = 2. The
sample-averaged g(ε) computed with the pseudo ground states a and b with lowest and highest
energy for each sample agree within the error bars. In average, a and b differ in only ≃ 1% of the
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Fig. 1. The hysteresis loop of the SK model, averaged over 100
disorder con"gurations (N"1600). Inset: multiple minor loops,
exhibiting return point memory.

Fig. 2. Avalanche size and magnetization jump distributions
D(n) and P(S) for system sizes N"400, 800, 1600, and 3200.
The insets show the collapsing scaling curves corresponding to
Eq. (3) with d(n/N!)"n ln(N)D(n) and p(S/N")"S ln(N)P(S).

magnetization jumps and local "elds, we conclude that
the system exhibits self-organized criticality everywhere
on the hysteresis loop.

The SK model consists of N Ising spins (!"$1) on
a fully connected lattice, described by the Hamiltonian

H"!1
2

!
!

"!#!"

J
"#
!
"
!
#
!h

!
!
"!"

!
"
, (1)

where J
"#

is a random Gaussian number of zero mean
and variance 1/N. Throughout the paper we work at
¹"0.

First, we summarize our numerical results. We start
from a fully polarized state and change the external
magnetic "eld h adiabatically: for a given "eld we let all
spins align according to their local "eld before varying
h again. During the avalanches we use sequential single
spin #ip updating to ensure the decrease of the total
energy. The resulting hysteresis loop for the SK model is
presented in Fig. 1. Finite size scaling analysis shows that
the hysteretic trajectories are well de"ned in the NPR
limit, and the coercive "eld converges to a "nite value.

We also analyzed the minor hysteresis loops of the SK
model (inset Fig. 1). Within numerical accuracy they
return to the major loop at the point of departure, exhibi-
ting return point memory. This feature is present in many
experimental systems, and it is also one of the criteria for
the applicability of the Preisach phenomenology [1].

Next, we establish some of the basic energy scales from
elementary considerations. When spin !

#
is #ipped, the

local "eld h
"

at another site changes by an amount
proportional to 2J

"#
&2/N"#$. Thus, the external "eld

h has to be changed by an amount dhJ1/N"#$ to start
a new avalanche. Now let S be the change in the total
magnetization during an avalanche, and dm"S/N the
jump of the magnetization m during the avalanche. The
average m(h) curve is continuous and thus its deriva-
tive "dm/dh#J"S#/N"#$ is "nite (Fig. 1), requiring:
"S#JN"#$. This is possible only if the scale of the distri-
bution of avalanches is set by N"#$. This is characteristic of
systems at criticality, whereas o!-criticality the scale is set
by some control parameter of the Hamiltonian. This

leads to the central result of the paper: the SK model
exhibits critical behavior everywhere along its hysteresis
loop. As this phenomenon is independent of the param-
eters of the Hamiltonian, it is a manifestation of self-
organized criticality.

To elucidate this point, in Fig. 2 we show the distribu-
tion functions of S, and the number of spin #ips in an
avalanche (its `sizea), n; P(S) and D(n), respectively, mea-
sured in the interval m3[!0.3, 0.3] for various system
sizes. Both distributions exhibit power law behavior and
can be well described by the "nite size scaling forms:

D(n)"(B/lnN)n%"d(n/N!), (2)

P(S)"(A/lnN)S%#p(S/N") (3)

with $," "1$0.1,!"0.9$0.1, and %"0.6$0.1. The
logarithmic prefactors were necessary to achieve satisfac-
tory scaling collapse. Since such terms are needed only to
keep distributions with an exponent 1 normalized, this
strongly suggests that $"""1 exactly. Unfortunately,
because the cuto!s of the distributions P(S) and D(n)
scale with di!erent powers of N the attractive picture of
a di!usive motion of the local "elds due to the random-
ness in J

"#
[2] would lead to an in"nite di!usion constant

DJ"n#/N"#$ and is thus inapplicable.
Adopting $"1 and combining it with "S#&N"#$

immediately yields the relation %""
$
, with logarithmic

corrections, in good agreement with the measured value.
Also, because the J

"#
's take negative values too, spins of

both signs are destabilized in an avalanche. Therefore, the
number of participating spins is only bounded from be-
low by S/2, yielding the exponent-bound !*%""

$
. An

upper bound for ! can be obtained from estimating the
dissipated energy, E

"
, during a "nite but small sweep of

208 F. Pa& zma& ndi et al. / Physica B 275 (2000) 207}211

Scale-free avalanches in the infinite-range (Sherrington-Kirpatrick) spin glass: 
“self-organized criticality” (Pazmandi, Zarand, Zimanyi 1999)

“Equilibrium avalanches”: marginal criticality of the RSB glass phase !
(Le Doussal, Müller, Wiese 2010) 

Fig. 3. The distribution of the local stabilities, P(!), for
N"3200. Inset: The "nite size scaling of P(0).

the external-"eld h
!
Ph

"
"h

!
#"h: E

!
"Nm"h&N.

Also, since the average energy dissipation per spin is
at least 2dh&1/N!#", E

!
can be estimated as E

!
'

2n
"#"$%

/N!#", where n
"#"$%

is the number of #ips during all
avalanches from h

!
to h

"
. But the number of avalanches

during this sweep is proportional to "h/dh&N!#", i.e.
n
"#"$%

&N!#"#n$. Combining all these gives N&E
!'#n$&N! implying %)1, which is nearly saturated

according to our numerics.
The above distributions imply that the average value

of &,dm/dh is dominated by a few very large ava-
lanches, whereas its typical value scales to zero as
&1/N!#", which we con"rmed independently numer-
ically. Therefore, the hysteresis loop for a speci"c dis-
order realization has a slope zero with unit probability,
interrupted by a few macroscopically large avalanches.
This feature is characteristic of the Barkhausen noise and
establishes the frustrated spin glasses as possible candi-
dates to describe certain classes of hysteretic magnets.

We also studied the correlations of consecutive ava-
lanches. We measured the Hausdorf dimensions of the
numerically determined hysteresis loop and that of a se-
quence of independent avalanches, generated with the
above distributions. Having found the two Hausdorf
dimensions equal suggests that avalanches are uncor-
related.

These results, in particular the size N as the sole cuto!
of the di!erent distribution functions, which all exhibit
power law behavior, con"rm the above-stated self-organ-
ized criticality of the entire hysteresis loop of the SK
model. To shed more light on the underlying physics we
explore the local-"elds, h

!
"!

"
J
!"
%
"
#h by studying the

local stabilities, !
!
"%

!
h
!
, which are all positive for stable

spin con"gurations. Their distribution, P(!) is shown in
Fig. 3. Remarkably } unlike the local "eld distribution
[2] } P(!) is essentially the same at any point of the
hysteresis loop. This suggests that the avalanche dyna-
mics of the SK model organizes the system into special
states with similar properties everywhere along the hys-
teresis loop. A careful "nite size analysis shows that
P(!"0)&1/"N and P(!)+C!# with C+'+1 for

small !'s. As we now show, this latter result establishes
once again that these special states are critical. To prove
this let us #ip n

&%'(
arbitrary spins starting from a given

stable spin con"guration (%
!
) with !

!
'0 and calculate

the average number of new unstable spins, #n
)*+"

$, distin-
guished by negative stabilities !*

!
"!

!
#"!

!
(0:

!*
!
"!

!
!2 !

" &%'((,!

%
!
J
!"
%
"
. (4)

The system is critical if #n
)*+"

$"n
&%'(

, as for
#n

)*+"
$(n

&%'(
the avalanches die out exponentially fast

while in the opposite case they explode [6,7]. Assuming
that the n

&%'(
random terms at the rhs. of Eq. (4) are

independent, the probability P
!

of destabilizing a given
spin is

P
!
"!$

%

d!P(!)!&$

&$

d("!)Q("!), (5)

where Q("!)"exp(!N"!"/8n
&%'(

)"N/8"n
&%'(

is the
probability distribution of the "! term in Eq. (4), and
P(!) is approximated by its asymptotic form, P(!)"C!#.
The average number of destabilized spins is then
#n

)*+"
$"NP

!
"CI (')N(n

&%'(
/N)'##!(#", with CI (') an '-

dependent constant, CI (1)"C. For ''1 (or '"1 and
C(1) #n

)*+"
$(n

&%'(
and the system cannot give rise to

large avalanches. On the other hand, for '(1 (or '"1
and C'1) #n

)*+"
$'n

&%'(
, and the state is unstable. Thus

the criticality condition is characterized by '"1 and
C"1. These are exactly the values found in our numer-
ical simulations, once again underlining the criticality of
the system.

The physical mechanism of self-organized criticality
can be qualitatively understood as follows. As the ava-
lanche rolls, at any given time step t the stabilities of the
spins are shifted only by those spins, which changed sign
at step t!1. These spins have #ipped because the second
term of Eq. (4) for their stabilities was negative, pulling
their !

!
's downward. However, once !

!
changed sign, the

very same term now enhances this stability. More impor-
tantly, this term being symmetric, it also pushes upward
the stabilities of the other spins of the avalanche, which
pulled spin i down and #ipped it in the "rst place. This
e!ect is suppressing the density of states with low local
"elds, reminescent of the formation of the Coulomb gap
in the disordered electron problem [11]. The stabilities of
the spins not participating in the avalanche will be shifted
by a random amount by the just-#ipped spins. However,
in the presence of a slope in their distribution P(!), this
will have a net e!ect, moving the stabilities of more spins
downward than upward. In short, correlations between
the spins of an avalanche move the stabilities of the
already #ipped spins upward; at the same time the random
couplings between all spins drive a net downward drift.
The competition of these two forces keeps the system
critical.

F. Pa& zma& ndi et al. / Physica B 275 (2000) 207}211 209

H =
�

(i,j)

JijSiSj � h
�

Si

� = 1.0± 0.1p(S) � S��

� = 1

�i = Si

�

j �=i

JijSj

ES-like stability argument (Palmer, Pond, Anderson 1979): P (⇥) � c|⇥|�, � = 1
Replica symmetry breaking:                in the ground state.P (�) = c|�|

Jij = 0, J2
ij =

J2

N



4

FIG. 4: (Color online) Charge-order correlation length along

path BC in Fig. 1. Top inset: order parameter Ms along paths

AB, BC, and DE. Bottom inset: specific heat along path BC.

GP does not exist above the dashed line in Fig. 1.
Critical behavior – Since at W = 0 the fluid-COP tran-

sition has a positive specific-heat exponent [23], disorder
is relevant [34] and the W ⇥= 0 transition will be gov-
erned by a random fixed point which, by analogy with the
RFIM [12], we expect to be at zero temperature [35]. As-
suming the transition is second order, as we ascertained
by inspecting the distribution of ms for individual sam-
ples, we obtain the critical exponents in Table I. We es-
timated ⇥/⇧ and ⇤̄/⇧ with the quotient method [36] for
the observables Ms and ⌃̄L = N [⌅ms

2⇧]av respectively
[the quotient estimates from (L, L�) = (6, 8), (6, 10) and
(8, 10) agree within the errors], while ⇤/⇧ was obtained
by fitting aL�/⇥ to the height of the peak of the sus-
ceptibility N [⌅ms

2⇧ � ⌅|ms|⇧2]av (data not shown). The
specific heat cL = 1/(NT 2)[⌅H2⇧� ⌅H⇧2]av shows a peak
that increases slowly with L (Fig. 4, bottom inset), which
suggests either � < 0 or a logarithmic divergence (� = 0).
We could not estimate ⇧ directly in a reliable way, but
we obtain ⇧ = 1.11(12) from the modified hyperscaling
relation [35] (d� ⌅)⇧ = 2��, assuming � = 0 and using
⌅ = ⇤̄/⇧�⇤/⇧ = 1.20(20). As shown in Table I, the criti-
cal exponents agree fairly well with the known values for
the RFIM [37], which suggests that the system remains
e�ectively short-range near the transition.

To conclude, our results show that, although mean-
field theory seems to capture correctly the DOS near the
Coulomb gap, the interaction remains well screened and
the correlations remain short-range down to rather low
temperatures. If an equilibrium glass phase exists, its
onset must be at exceptionally low temperatures.

TABLE I: Critical exponents for the fluid-COP transition

along BC in Fig. 1, compared with the RFIM values [37].

⇥/⇤ ⇥̄/⇤ �/⇤ ⇤

Coulomb glass 1.69(17) 2.89(15) 0.06(3) 1.11(12)

RFIM 1.44(12) 2.93(11) 0.011(3) 1.37(9)
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The lowest temperature is very near the glass transition
temperature (see our phase diagram, Fig. 2). As we can see,
our theory captures in surprisingly quantitative detail the
formation of the plasma dip in the fluid phase. In the past,
this phenomenon has often been confused with the forma-
tion of the true ES gap which, as we argue below, only
emerges within the glassy phase. Finally, we test the limits
of our theory by computing the DOS for the 2D CG in the
absence of disorder. Even in this extreme case, we repro-
duce semiquantitatively exact numerical results of Ref. [8].

Glassy ordering.—To examine the stability of the fluid
phase to glassy ordering, we examine the Baym-Kadanoff
(BK) functional !BK!q̂". This is a functional of the corre-
lator q̂, which yields the exact equations of motion at the
saddle point, where it coincides with the exact free energy.
To obtain our self-consistency conditions, a local approxi-
mation [13] is made on the two particle irreducible part of
!BK. In this formulation, the stability of our fluid RS
solution can be obtained by a standard replica symmetry
breaking (RSB) analysis [15] of the BK functional at the
saddle point. The corresponding RSB instability criterion
takes the form

1

!!2
ii"dis

# 1

!!ii"2dis
$ 1

P

j
!!ij"2dis

% 0: (9)

Here, !ij is the density-density correlation function com-
puted for a fixed realization of disorder, i.e., !ij %
h"ni"njiT # h"niiTh"njiT . The left-hand side of Eq. (9)
is nothing but 1=

P

j!!2
ij"dis, the inverse of the glass suscep-

tibility, a quantity which diverges at the transition. In terms
of the RS solution the RSB condition reads

q
"

% 1

16

Z

D!x"cosh#4
!
1

2
x#Weff

"

: (10)

As an illustration, we present results for the CG on a 3D
cubic lattice, and in Fig. 2 we plot the corresponding phase
diagrams obtained by numerically solving our self-
consistency conditions. At small disorder and temperature
T & 0:95 (which is in satisfactory agreement with the
exact value [16] Tc % 0:129) the system enters the charge
ordered phase. Stronger disorder suppresses the charge
ordering, and the system can exist either in a liquid phase
(at higher temperature) or in the glass phase (at lower T).
The liquid is separated from the glass by the RSB line, also
known as the Almeida-Thouless [15] line. We emphasize
that the ordering temperature we predict is roughly an
order of magnitude smaller than the Coulomb energy, in
remarkable quantitative agreement with all available simu-
lation results [3–5,8].

This interesting fact can be traced down to the screening
of the Coulomb interaction. Indeed, the overall energy
scale characterizing the screened Coulomb potential
Vscr'r( % "0 expf#r=‘scrg=r is roughly an order of magni-
tude smaller than the bare Coulomb energy. The corre-
sponding screening length ‘scr % !'!#1 $"c(='#"0("1=2
[shown for W % '2

###

3
p

(#1 in the inset of Fig. 2] decreases
(albeit weakly) with temperature and remains short
throughout the fluid (RS) phase. This observation also

d=3d=3

FIG. 1 (color online). Our analytical predictions for the single-
particle density of states (solid lines) are found to be in excellent
quantitative agreement with simulation results (dashed lines),
with no adjustable parameters. Shown are results for the three-
dimensional case studied in Ref. [7], corresponding to W %
1='2

###

3
p

(, and temperatures T % 0:4, 0.2, 0.1, and 0.05 (top
panel), and the two-dimensional model of Ref. [8], correspond-
ing to W % 0, T % 0:1, and K % 0:2. All lines correspond to the
plasma phase, while T % 0:05 is very close to the glass transition
temperature.
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FIG. 2 (color online). Three-dimensional Coulomb glass phase
diagram. The full horizontal line indicates the RSB instability
and the dotted line shows where the RS entropy turns negative.
The screening length in the inset is plotted for the same disorder
and the range of temperatures (fluid phase) as in Fig. 1.
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FIG. 18. Avalanche size distribution integrated over
the field H in 3 dimensions, for 3203 spins and disor-
ders R = 4.0, 3.2, and 2.6. The last curve is at R = 2.25,
for a 10003 spin system. The 3203 curves are averages over
up to 16 initial random field configurations. All curves are
smoothed by 10 data points before they are collapsed. The in-
set shows the scaling collapse of the integrated avalanche size
distribution curves in 3 dimensions, using r = (Rc − R)/R,
τ + σβδ = 2.03, and σ = 0.24, for sizes 1603, 3203, 8003,
and 10003, and disorders ranging from R = 2.25 to R = 3.2
(Rc = 2.16). The two top curves in the collapse, at R = 3.2,
show noticeable corrections to scaling. The thick dark curve
through the collapse is the fit to the data (see text). In the
main figure, the distribution curves obtained from the fit to
the collapsed data are plotted (thin lines) alongside the raw
data (thick lines). The straight dashed line is the expected
asymptotic power law behavior: S−2.03, which does not agree
with the measured slope of the raw data due to the shape of
the scaling function (see text).

We have mentioned earlier that the mean field scal-
ing function D̄(int)

− (X), with X = Sσ|r| and r < 0, is a
polynomial for small X and gives an exponential in X1/σ

(1/σ = 2 in mean field) multiplied by Xβ (β = 1/2 in
mean field) for large X (see mean field section and ap-
pendix B). As we have done in mean field, we can try to

fit the scaling function D̄(int)
− in dimensions 5 and below

with a product of a polynomial and an exponential func-
tion. This is done in 3 dimensions in the inset of figure
18 (thick black line through the data). The phenomeno-
logical fit is:

D̄(int)
− (X) = e−0.789X1/σ

×
(0.021 + 0.002X + 0.531X2 − 0.266X3 + 0.261X4) (45)

with 1/σ = 4.20 which is obtained from scaling collapses.
The distribution curves obtained using the above fit are
plotted (thin lines in figure 18) alongside the raw data
(thick lines). They agree remarkably well even far above
Rc. We should recall though, from the mean field discus-
sion (see figure 9), that the fitted curve to the collapsed
data can differ from the “real” scaling function even for
large sizes and close to the critical disorder (in mean field
the error was about 10%). We expect a similar behavior
in finite dimensions.
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FIG. 19. (a) and (b) τ + σβδ and σ respectively, from
collapses of the integrated avalanche size distribution
curves for a 3203 spin system. The data is plotted as in
mean field. The two closest points to |r|avg = 0 are for a 8003

system, for a collapse using curves with disorder: 2.26, 2.28,
2.30, 2.32, 2.34, and 2.36. The extrapolation to |r|avg = 0
gives: τ + σβδ = 2.03 and σ = 0.24.

The scaling function in the inset of figure 18 has a pe-
culiar shape: it grows by a factor of ten before cutting off.
The consequence of this shape is that in the simulations,
it takes many decades in the size distribution for the
slope to converge to the asymptotic power law. This can
be seen from the comparison between a straight line fit
through the R = 2.25 (10003!) curve in figure 18 and the
asymptotic power law S−2.03 obtained from scaling col-
lapses and the extrapolation (thick dashed straight line
in the same figure). A similar “bump” exists in other di-
mensions and mean field as well. Figure 20 shows the
scaling functions in different dimensions and in mean
field. In this graph, the scaling functions are normal-
ized to one and the peaks are aligned (the scaling forms
allow this). The curves plotted in figure 20 are not raw
data but fits to the scaling collapse in each dimensions,
as was done in the inset of figure 18. The mean field
and 3 dimensions curves are given by equations (25) and
(45) respectively. For 5, 4, and 2 dimensions, we have
respectively:

D̄(int)
− (X) = e−0.518X1/σ

×
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    Avalanche size distribution!
Sethna and Dahmen (1996)

p(S) � S��e�S/Sc
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R� 2.16
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Capacitance relaxation!
D. Monroe et al., PRL 1987

Nonlinear screening

Charge avalanches in the electron glass
Baranovskii, Shklovskii, Efros, Zh. Eksp. Teor. Fiz. (1984)

Z. Ovadyahu, PRB 2014!
“The disturbance due to the added charge propagates 
through the system via both Coulomb interaction causing 
direct transitions and by “aftershock” events of various 
nature moving the disturbance further into the system.”



   Avalanche size               number of hops performed before stoppingS =

Algorithm:!
!
> Prepare the system in a stable configuration against all one-electron hops.!
> Perturb slightly the system:!
   - displacement of a charge;!
   - injection of a new charge (and compensation                   ).!
 
> While there are unstable electron-hole pairs, choose an unstable pair with 
probability                     and relax it.!
       

N�

i=1

ni = KNni � {0, 1} ,H =
e2

2�

�

i �=j

(ni �K)
1
rij

(nj �K) +
�

i

ni⇥i

Gaussian 'i 'i = 0,'2
i = W 2

Model:

K = 1/2mostly

cubic (square) lattice with periodic b.c. (Ewald sum)

“         “: independent of length⇠ = 1

⇠ = 0“       “: shortest hops first{

K ! K + 1/N

�i!j = ⌧�1
0 �ni,1�nj ,0e

�2rij/⇠ �E = ✏j � ✏i � e2/(krij) < 0if
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Scale-free avalanches !!
!
How robust are they ?!
!
- parameters of the model (W, K)!
- dimensionality!
- type of perturbation!
- system dynamics !
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constrained maximum hop length
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Figure 5.4: The size distribution of DtA with the jump-length sorted relaxation protocol.
This protocol allows to define a maximal jump length Rmax. Left: Setting Rmax = 2, 4 ≪ L
results in an avalanche distribution with L-independent cutoff Yc. Data for Rmax = 4
is shifted by factor 10 for clarity. Right: We recover the divergent cutoff Yc → ∞ for
Rmax = L/10.

Strong correlations between large avalanches and long jumps

In this paragraph we show that large avalanches are highly correlated with long jumps.

We analyze DtA with the jlsp for Rmax = ∞ and determine the largest jump length dmax

which occurred in each avalanche. We measure ⟨Y | dmax⟩ which is the mean avalanche size

restricted to avalanches with given dmax. Fig. 5.5 shows this quantity for L = 16, 30, 60 with

closed symbols.

For comparison, the open symbols show a randomized version of the same observable10,

where we killed all correlations between Y and dmax. The randomized functions grow with

dmax/L, simply by the fact that the maximum of a set of random variables (in average)

grows with the cardinality. The observable ⟨Y | dmax⟩ also grows but reaches larger values

at dmax/L ≈
√

3/2. Moreover, the separation between the data and the random comparison

grows with increasing L (as indicated by the arrow in Fig. 5.5). Therefore, large avalanches

and long jumps are highly correlated, suggesting that long jumps are what causes large

avalanches.

10We generate the randomized version of the observable through the following randomization procedure:
We draw Y randomly from the distribution p(Y ) measured from the data. Then we draw Y times from the
measured distribution of jump-lengths and determine the maximum. From the obtained pairs (Y, dmax) we
determine ⟨Y | dmax⟩.

S
S

- At T>0 the hopping length                         r ⇠ (T0T )
�1/2 acts as a cutoff

Finite cutoff of p(S) in real systems:

- experiment time
- multi-electron transitions compete with long hops

⌧ t ⇠ eL/⇠

Avalanche size distribution is not scale free when we 
impose a cutoff on the hopping length

confirmed by Andresen et al., arxiv 1309.2887v1
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System coupled everywhere to a particle reservoir!
(Müller and Wyart 2014, Pazmandi et al. 1999)

�µ ⇠ N�1/(�+1)

dhKi
dµ

Ne =
X

i

ni = KN

hNei ⇠ N/�µ ⇠ N �/(1+�) � Ld�1

�K = 1/N

Z �µ

g(✏)d✏ = �K

At every particle injection

Finite compressibility (for electrically neutral system) implies that 
h�Ki / N1/(�+1) ⇠ O(1)

hSi � hNei � Ld�1

Does not directly apply to hopping dynamics (w/o exchanges with reservoir)!
!

for             ,



Compact: typical size           ,  typical separation 

⇥ij = �j � �i � 1/rijDipole excitations:

r0 � ��1 � ��1/3
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Dipole density of states
f(!, r) ⇠ (! +
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r
)2d�1

-> Contribute to ac (but not dc) conductivity!
-> dominate thermodynamics at low T
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FIG. 135: I use p(Y ) = −1/ ln(1 − exp(−1/l)) exp(−Y/l)/Y as the distribution of Y . Then as before S =
PM Yi where

M poisson-distributed. This does not work well. Best Chi squared much larger then before. Old/new Chi-squred: L8 :
34/164; L16 : 131/447; L30 : 205/805; L60 : 103/165.

Also in key: Used fitparameters l and µ. Both distinct from linear and l = L/a with a too large.
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Scaling with disorder strength W :
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a = 0.42,  L = 30

W =  0.5
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2 exp(-x/0.17)

(averaged over  !
consecutive injections !
for every sample)

p
N

g(✏) ⇠ |✏|�Only relevant length scale if
1/� = 0.42Exponent in agreement with estimate           from 1-DOS

Sc / L/r0 scale invariance



r dr

Nu =
� L

r0

4�r2dr

� 1/r2

0
f(⇥)d⇥ � L/ log(aL)

# of unstable dipoles created (3D):

drr

Nu =
� L

r0

4�r2dr

� 1/r3

0
f(⇥)d⇥ � (log L)/ log(aL)

dipole insertioncharge injection

p(S = 0) ⇠ e�aL p(S = 0) ⇠ e�a logL



Galton-Watson process

X = # of offsprings 

S = tree size

� = 1 p(S) � S�3/2

p(S) � S�3/2e�S/Sc� < 1

Branching process description of the avalanche

hSi = (1� �)�1

� ⌘ hXi

S =
MX

k=1

Yk

Sum of a random number of GW 
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µ
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Galton-Watson process

X = # of offsprings 

S = tree size
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Figure 5.2: Specific measurements on avalanches, triggered through charge injection.
Top left: The cumulative distribution function of M is shown in comparison with the
Poisson distribution of equal mean, for L = 8, 16, 30, 60, 100.
Top right: The fit parameter µL grows (up to logarithmic corrections) linearly with L.
Likewise behave ⟨M⟩ and Var M .
Bottom left: The progeny distribution p(X) measured in mid-generations (see main text)
is approximately L independent and well represented by a Poisson distribution with mean
unity.
Bottom right: The fit parameter λL grows with L leading to the decay of the cutoff as
1/Yc = λ − 1 − log(λ) ∝ 1/L.
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Precise measure of the avalanche

FIG. 47: We define Generations of Jumps in the Avalanche. Also, we define Sub-avalanches by the Sub-trees rooted by all
Generation1 jumps. In the figure there are 4 sub-avalanches of size 5, 6, 1, 5, indicated in 4 different colors.

We define generations as shown in the figure. We define the sets

Gi = Set of jumps which belong to Generation i (20)

Children(Jk) = Set of children of Jump Jk (21)

In the following we measure the distributions of

• #G1=the number of events, which were directly triggered by the injected electron.

• #Children(Jk) for k = 0..S − 1 = the number of Jumps, triggered by another Jump.



# of unstable long hops:

Mu =
� L

r0

4⇥r2dr

� 1/r2

0
g(�)d� � O(1)

r dr

Nu =
� L
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4�r2dr
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0
f(⇥)d⇥ � g0L

Nu(r) � g0

# of unstable dipoles:
Nu =

� L

r0

4�r2dr

� 1/r3

0
f(⇥)d⇥ � g0 log L

Nu(r) � g0/r

# of unstable secondary dipoles:

Counting argument
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Compact: typical size           ,  typical separation 

⇥ij = �j � �i � 1/rij
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Stability against two-dipole flip:!

f(!) =

Z
ddrf(!, r)

Dipoles are correlated: stopping criterion!



Conclusions

Scale-free avalanche size distribution in unrestricted 
single-electron hopping dynamics, with no parameter 
tuning!

Temperature, time, and multi-electron transitions act 
as cutoff of p(S)!

Scale invariance with respect to disorder!

Well described by branching process 
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