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Losing the Particle Physics Forest for the ML/AI/CS Trees

Information content of a particle physics event or jet is small

Kolmogorov complexity of Mandelbrot set is small
(easy to write a short computer program)
This image: 100,000s of pixels
Program to generate it: 2 lines of code

| hitp://atlas.ch £1r 3

arXiv:1112.6426

One jet with 30ish particles; ~3000 total bits

LHC has recorded > 10 billion events
Pythia + MadGraph code is about 50 MBytes

Information in physics <<<<< information of data



Losing the Particle Physics Forest for the ML/AI/CS Trees

We know the rules of particle physics and the space in which the data lives

arXiv:1112.6426

What is the space of pixels in an image of Brad Pitt? Fundamental theory: the QCD Lagrangian
What theory governs his chiseled brow? Particle production governed by recursive equations
Whole subfields of CS are devoted to organizing Resulting particles live on relativistic phase space

data with no known structure



Recall: A Lesson for Introductory Physics

Students in introductory physics haven’t honed their physical intuition
To make something habit, you have to consciously do the action 1000s of times
If you learn a new physics concept and are asked to solve a problem you must consciously ask:

What is the dumbest next thing that | could do?

Problem: 1st dumb thing: FBD 2nd dumb thing: Newton #2

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything
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Example 1: Optimal Observables for Color-Singlet Identification

Problem:
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Already assume that there is
selected hard two-prong structure

W/Z/H

a/g

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 6 arXiv:2006.10480



Example 1: Optimal Observables for Color-Singlet Identification

Problem: 1st dumb thing:
— Jet has 3 particles,
W/Z/H =
o~ minimal for color correlations
VS.
g

RN

Work in limit where third particle is
much softer than other two

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 7 arXiv:2006.10480



Example 1: Optimal Observables for Color-Singlet Identification

Problem: 1st dumb thing: 2nd dumb thing:
W/Z/H % Jet has 3 particles, Neyman-Pearson:
A%
\ minimal for color correlations Likelihood ratio is optimal
VS Neyman, Pearson 1933
5 o Maco|”
q/g ';H M ‘Msinglet |2

RN

Best discriminant is some function
of the location of the soft particle

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 8 arXiv:2006.10480



Example 1: Optimal Observables for Color-Singlet Identification

Problem: 1st dumb thing:

— Jet has 3 particles,

W/Z/H o
\ minimal for color correlations
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See also arXiv:2010.11998 Contours of constant optimal observable

“jet color ring”

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 9

2nd dumb thing:

Neyman-Pearson:
Likelihood ratio is optimal

Neyman, Pearson 1933
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Contours of constant pull angle
arXiv:1001.5027

arXiv:2006.10480



Example 1: Optimal Observables for Color-Singlet Identification

Problem:

%
&

VS.

W/Z/H

Conseqguences:

Discrimination works in simulation

1st dumb thing:

Jet has 3 particles,

minimal for color correlations

o~

.- Dipolarity D

..... Pull angle ¢, .
0.84 — D, A
=== Color ring O '

False-positive rate

0.2 0.4 0.6 0.8 1.0
Signal efficiency

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 10

2nd dumb thing:

Neyman-Pearson:
Likelihood ratio is optimal

Neyman, Pearson 1933

_ [Maepl?

O =
‘Msinglet |2

D> still apparently has some

interesting color information
arXiv:1409.6298

arXiv:2006.10480



Example 2: The Topology of Phase Space

Problem:

What is the manifold on which
particles in collision event live?

\{>/

For simplicity, let’s take all
particles as massless

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 11 arXiv:2008.06508



Example 2: The Topology of Phase Space

Problem: 1st dumb thing:
What is the manifold on which Answer: Relativistic N-body
particles in collision event live? phase space
Dirac 1927

N N
dily = ][ [d*pi] , 6 (Q - Zm)
1=1

Ve

All particles are on-shell, have positive
energy, and total momentum is conserved

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 12 arXiv:2008.06508



Example 2: The Topology of Phase Space

Problem: 1st dumb thing: 2nd dumb thing:

What is the manifold on which Answer: Relativistic N-body Simplify and rewrite in a form
particles in collision event live? phase space that makes geometry manifest
Dirac 1927

N N
dHN _ H |:d4pz}_|_ 5(4) (Q _ sz> HN ~ AN_l X SQN_?)
=1

Ve

Isomorphic to the product of the
N-1 simplex and the 2N-3 sphere

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 13 arXiv:2008.06508



Example 2: The Topology of Phase Space

Problem:

What is the manifold on which

particles in collision event live? phase space

Dirac 1927

N N
dily = ][ [d*pi] , 6 (Q - Zm)
1=1

V.

Conseqguences: p1
p2

Phase space is not Euclidean
space Pn

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 14

1st dumb thing:

Answer: Relativistic N-body

E(P1,p2a e

2nd dumb thing:

Simplify and rewrite in a form
that makes geometry manifest

Iy ~An_q x §2N-3

ML techniques that assume flat
space might fail on a curved
manifold

, Dn)

arXiv:2008.06508



Example 2: The Topology of Phase Space

Problem: 1st dumb thing: 2nd dumb thing:

What is the manifold on which Answer: Relativistic N-body Simplify and rewrite in a form
particles in collision event live? phase space that makes geometry manifest
Dirac 1927

N N N
dHN = H [d4pz}+ (5(4) (Q — sz> 1_[N = AN—l X SQ -3
[ i=1 i=1

' . Un‘}t circle, mlodel Vs. dlata .

ol Textbook example of spontaneous
Conseqguences: 05 | symmetry breaking

Problems with autoencoders on | Autoencoder “tears” manifo|d at
non-trivial manifolds o ] random point
Lol - — arXiv:2102.08380

-1.0 -0.5 0.0 0.5 1.0

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 15 arXiv:2008.06508



Example 3: The Likelihood for Quark vs. Gluon Discrimination

Problem:

EEEEEEEEE

gluon jet

VS

£ &6 8

quark jet

Just assume that the only
difference is the total color

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 16 arXiv:1906.01639,2008.09673



Example 3: The Likelihood for Quark vs. Gluon Discrimination

Problem: 1st dumb thing:
§ (@égé §§§ égigg {§§ Most naive results from stats/ML
gluon jet Universal Approx.
E({pz‘}) = E({%})
VS. Theorem
Cybenko 1989, etc
Neyman-Pearson |
£& 88 omma D =
quark Jet Neyman, Pearson 1933 ! '

Choose a basis of IRC safe observables
to express particle momenta

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 17 arXiv:1906.01639,2008.09673



Example 3: The Likelihood for Quark vs. Gluon Discrimination

N-subjettinesses and related observables accomplish this

.13

N-subjettiness
(also EFPs, ECFs,...)

1

arXiv:1704.08249

G Z . B pB 8
| history: TN —_— - pT’I, min le},? RQZ’ * ) RNZ
arXiv:1004.2489,1011.2268,1108.270| PTJ

Brandt, Dahmen 1979 1eJ

Wu, Zobernig 1979

Nachtmann, Reiter 1982 18



Example 3: The Likelihood for Quark vs. Gluon Discrimination

For visualization simplicity, just consider (z1,72)
T2 4

19



Example 3: The Likelihood for Quark vs. Gluon Discrimination

For visualization simplicity, just consider (z1,72)
T2 4

:7-1

Particle production as Poisson process
IRC safety + additivity =

Exponentially small probability in regions where nv — 0

20



Example 3: The Likelihood for Quark vs. Gluon Discrimination

For visualization simplicity, just consider (z1,72)
T2 4

Exponentially more likely to be
_—  quarkthan gluon here
S

FEEEEEEEE

gluon jet Additivity then implies

(§ § § (g 7_]g\fluon ~ 7_](i[[uark
x Cpr < (Cy

quark jet

21



Example 3: The Likelihood for Quark vs. Gluon Discrimination

Problem: 1st dumb thing: 2nd dumb thing:
§ §§ §§ @i@g {§ § Most naive results from stats/ML  |IRC safe observables have a
gluon jet Universal Approx. Sudakov form factor
' Cybenko 1989, etc pg({mi}) ~ e
{gé § § {§ Neyman-Pearson T po({z:}) po({z:}) ~ e~ Crflied)
xI; =
quark jet Neynlw_ane,lﬁgmnal‘)% Pa(izi})

Vanishes exponentially in the soft/
collinear limits; Ca > Cr

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 22

arXiv:1906.01639,2008.09673



Example 3: The Likelihood for Quark vs. Gluon Discrimination

Problem:

EEEEEEEEE

gluon jet

VS

£ &6 8

quark jet

Conseqguences:

Likelihood is IRC safe

1st dumb thing:

Most naive results from stats/ML

Universal Approx.

L{pi}) = L{z:})
Theorem
Cybenko 1989, etc

Neyman-Pearson

,C({ZEZ}) _ pg({%,})

pg({zi})

Lemma
Neyman, Pearson 1933

T

:’7'1

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 23

2nd dumb thing:

IRC safe observables have a

Sudakov form factor

pg({iUz'}) ~ o~ Caf({zi})

pal{ai}) ~ e CriieD

Entire singular region is mapped to

the unique value L =0

arXiv:1906.01639,2008.09673



Example 3: The Likelihood for Quark vs. Gluon Discrimination

Problem: 1st dumb thing: 2nd dumb thing:
§ §§ §§ @i@g {§ § Most naive results from stats/ML  |IRC safe observables have a
gluon jet Universal Approx. Sudakov form factor
L({pi}) = L({i})
VS. Theorem po({zi}) ~ e~ Callai})

Cybenko 1989, etc

/§ § «§ z§ Neyman-Pearson pyg({zi}) pe({zi}) ~ e~ Criliz:d)

L{zi}) = =5
' Lemma po({x;
quark Jet Neyman, Pearson 1933 q({ 1})
[ Gluon Rejection %re‘;ll; ;itrS

charge * girth
charged mult R=0.5
subjet mult Rg,p=0.1

... girth R=0.5

optimal kernel

1st subjet R=0.5

10%
f

Conseqguences:

avg k1 of Rgup=0.1

mase Pt R=0.3 Simplify the work of an NN and

decluster k7 Rgyp=0.1
-... jet shape ¥(0.1)

| 103 give it IRC safe inputs

planar flow R=0.3

Gluon Rejection
2
I

Explains why IRC safe observables :
are good qg/g discriminants

- l 1111 l 1111 l 1111 l 111l l 1111 l 1111 l 1111 l 1’ >1 T"‘l ey
10 01 02 03 04 05 06_ 07 08 09 1
Quark Jet Acceptance

arXiv:1106.3076 arXiv:1906.01639, 2008.09673

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 24



Example 3: The Likelihood for Quark vs. Gluon Discrimination

Problem: 1st dumb thing: 2nd dumb thing:
§ §§ §§ @i@g {§ § Most naive results from stats/ML  |IRC safe observables have a
gluon jet Universal Approx. Sudakov form factor
L({pi}) = L({i})
VS. Theorem po({zi}) ~ e~ Callai})

Cybenko 1989, etc

£ 8L £ Neyman-Pearson .\ py((ap)  pallzad) ~ e D

- Lemma pe({zi})
quark Jet Neyman, Pearson 1933
Conseqguences:
TABLE III. Comparison of the quark-gluon classification per-
formance of EFN and PFN networks, via AUC, on jets with
no hadronization effects included. . . . .
Jet pr Remge BN rin . aovory IRC safe optimality validated in

Explains why IRC safe observables —5550 6 : . . .
P 4 300550 Gev 0753 = 0.001 0130 = 0.001 0003 = 0002 €XPliCt NN implementation

are gOOd q/g dlscrlmlnants 1000-1100 GeV 0.759 £ 0.001 0.758 £ 0.001 -0.001 £ 0.002
arXiv:2103.09103

If the dumbest thing works, then it isn’t so dumb, and you can completely understand everything 25 arXiv:1906.01639, 2008.09673



It is our job as physicists to make sure we understand the problem well
so that we can trust machine learning to output something sensible
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