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Fig. 19. The temperature angular power spectrum of the primary CMB from Planck, showing a precise measurement of seven acoustic peaks, that
are well fit by a simple six-parameter⇤CDM theoretical model (the model plotted is the one labelled [Planck+WP+highL] in Planck Collaboration
XVI (2013)). The shaded area around the best-fit curve represents cosmic variance, including the sky cut used. The error bars on individual points
also include cosmic variance. The horizontal axis is logarithmic up to ` = 50, and linear beyond. The vertical scale is `(`+ 1)Cl/2⇡. The measured
spectrum shown here is exactly the same as the one shown in Fig. 1 of Planck Collaboration XVI (2013), but it has been rebinned to show better
the low-` region.
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Fig. 20. The temperature angular power spectrum of the CMB, esti-
mated from the SMICA Planck map. The model plotted is the one la-
belled [Planck+WP+highL] in Planck Collaboration XVI (2013). The
shaded area around the best-fit curve represents cosmic variance, in-
cluding the sky cut used. The error bars on individual points do not in-
clude cosmic variance. The horizontal axis is logarithmic up to ` = 50,
and linear beyond. The vertical scale is `(` + 1)Cl/2⇡. The binning
scheme is the same as in Fig. 19.

8.1.1. Main catalogue

The Planck Catalogue of Compact Sources (PCCS, Planck
Collaboration XXVIII (2013)) is a list of compact sources de-

tected by Planck over the entire sky, and which therefore con-
tains both Galactic and extragalactic objects. No polarization in-
formation is provided for the sources at this time. The PCCS
di↵ers from the ERCSC in its extraction philosophy: more e↵ort
has been made on the completeness of the catalogue, without re-
ducing notably the reliability of the detected sources, whereas
the ERCSC was built in the spirit of releasing a reliable catalog
suitable for quick follow-up (in particular with the short-lived
Herschel telescope). The greater amount of data, di↵erent selec-
tion process and the improvements in the calibration and map-
making processing (references) help the PCCS to improve the
performance (in depth and numbers) with respect to the previ-
ous ERCSC.

The sources were extracted from the 2013 Planck frequency
maps (Sect. 6), which include data acquired over more than two
sky coverages. This implies that the flux densities of most of
the sources are an average of three or more di↵erent observa-
tions over a period of 15.5 months. The Mexican Hat Wavelet
algorithm (López-Caniego et al. 2006) has been selected as the
baseline method for the production of the PCCS. However, one
additional methods, MTXF (González-Nuevo et al. 2006) was
implemented in order to support the validation and characteriza-
tion of the PCCS.

The source selection for the PCCS is made on the basis of
Signal-to-Noise Ratio (SNR). However, the properties of the
background in the Planck maps vary substantially depending on
frequency and part of the sky. Up to 217 GHz, the CMB is the
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What questions can we ask of the data?	

Does ΛCDM still work?	

	

Is inflation the right paradigm?	

Which inflation model?	

	

Is Dark Energy a constant, or a 
dynamical component?	

What are the masses of the 
neutrinos? 	


	

Are there extra relativistic species?	

Are there other high energy 
signatures?	

	

Are there ‘other’ signatures?	


Planck Collaboration: Cosmological parameters

Fig. 10. Planck TT power spectrum. The points in the upper panel show the maximum-likelihood estimates of the primary CMB
spectrum computed as described in the text for the best-fit foreground and nuisance parameters of the Planck+WP+highL fit listed
in Table 5. The red line shows the best-fit base ⇤CDM spectrum. The lower panel shows the residuals with respect to the theoretical
model. The error bars are computed from the full covariance matrix, appropriately weighted across each band (see Eqs. 36a and
36b), and include beam uncertainties and uncertainties in the foreground model parameters.

Fig. 11. Planck T E (left) and EE spectra (right) computed as described in the text. The red lines show the polarization spectra from
the base ⇤CDM Planck+WP+highL model, which is fitted to the TT data only.
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constraints on cosmological parameters prior to Planck, this dis-
crepancy merits a detailed analysis, which is presented in ap-
pendix A. The S12 and K11 data are not used in combination
with Planck in this paper. Since the primary purpose of includ-
ing high-` CMB data is to provide stronger constraints on fore-
grounds, we use the R12 SPT data at ` > 2000 only in combina-
tion with Planck. We ignore any correlations between ACT/SPT
and Planck spectra over the overlapping multipole ranges.

Table 3 summarizes some key features of the CMB data sets
used in this paper.

4.2. Model of unresolved foregrounds and “nuisance”
parameters

The model for unresolved foregrounds used in the Planck
likelihood is described in detail in Planck Collaboration XV
(2013). Briefly, the model includes power spectrum templates
for clustered extragalactic point sources (the cosmic infra-red
background, hereafter CIB), thermal (tSZ) and kinetic (kSZ)
Sunyaev-Zeldovich contributions, and the cross-correlation
(tSZ⇥CIB) between infra-red galaxies and the thermal Sunyaev-
Zeldovich e↵ect. The model also includes amplitudes for the
Poisson contributions from radio and infra-red galaxies. The
templates are described in Planck Collaboration XV (2013) and
are kept fixed here. (Appendix B discusses briefly a few tests
showing the impact of varying some aspects of the foreground
model.) The model for unresolved foregrounds is similar to the
models developed by the ACT and the SPT teams (e.g., R12;
Dunkley et al. 2013). The main di↵erence is in the treatment of
the Poisson contribution from radio and infra-red galaxies. In
the ACT and SPT analyses, spectral models are assumed for ra-
dio and infra-red galaxies. The Poisson point source contribu-
tions can then be described by an amplitude for each population,
assuming either fixed spectral parameters or solving for them.
In addition, one can add additional parameters to describe the
decorrelation of the point source amplitudes with frequency (see
e.g., Millea et al. 2012). The Planck model assumes free am-
plitudes for the point sources at each frequency, together with
appropriate correlation coe�cients between frequencies. The
model is adapted to handle the ACT and SPT data as discussed
later in this section.

Figure 5 illustrates the importance of unresolved foregrounds
in interpreting the power spectra of the three CMB data sets.
The upper panel of Fig. 5 shows the Planck temperature spec-
tra at 100, 143, and 217 GHz, without corrections for unre-
solved foregrounds (to avoid overcrowding, we have not plot-
ted the 143 ⇥ 217 spectrum). The solid (red) lines show the
best-fit base ⇤CDM CMB spectrum corresponding to the com-
bined Planck+ACT+SPT+WMAP polarization likelihood anal-
ysis, with parameters listed in Table 5. The middle panel shows
the SPT spectra at 95, 150 and 220 GHz from S12 and R12.
In this figure, we have recalibrated the R12 power spectra to
match Planck using calibration parameters derived from a full
likelihood analysis of the base ⇤CDM model. The S12 spec-
trum plotted is exactly as tabulated in S12, i.e., we have not re-
calibrated this spectrum to Planck. (The consistency of the S12
spectrum with the theoretical model is discussed in further detail
in Appendix A.) The lower panel of Fig. 5 shows the ACT spec-
tra from D13, recalibrated to Planck with calibration coe�cients
determined from a joint likelihood analysis. The power spectra
plotted are an average of the ACTe and ACTs spectra, and in-
clude the small Galactic dust corrections described in Das et al.
(2013).

Fig. 5. Top: Planck spectra at 100, 143 and 217 GHz without
subtraction of foregrounds. Middle: SPT spectra from R12 at
95, 150 and 220 GHz, recalibrated to Planck using the best-
fit calibration, as discussed in the text. The S12 SPT spec-
trum at 150 GHz is also shown, but without any calibration cor-
rection. This spectrum is discussed in detail in Appendix A,
but is not used elsewhere in this paper. Bottom: ACT spectra
(weighted averages of the equatorial and southern fields) from
D13 at 148 and 220 GHz, and the 148⇥220 GHz cross-spectrum,
with no extragalactic foreground corrections, recalibrated to the
Planck spectra as discussed in the text. The solid line in each
panel shows the best-fit base ⇤CDM model from the combined
Planck+WP+highL fits listed in Table 5.
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Non-CMB spectra at small scales modeled with 
extra parameters	


Planck spectra	
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tra at 100, 143, and 217 GHz, without corrections for unre-
solved foregrounds (to avoid overcrowding, we have not plot-
ted the 143 ⇥ 217 spectrum). The solid (red) lines show the
best-fit base ⇤CDM CMB spectrum corresponding to the com-
bined Planck+ACT+SPT+WMAP polarization likelihood anal-
ysis, with parameters listed in Table 5. The middle panel shows
the SPT spectra at 95, 150 and 220 GHz from S12 and R12.
In this figure, we have recalibrated the R12 power spectra to
match Planck using calibration parameters derived from a full
likelihood analysis of the base ⇤CDM model. The S12 spec-
trum plotted is exactly as tabulated in S12, i.e., we have not re-
calibrated this spectrum to Planck. (The consistency of the S12
spectrum with the theoretical model is discussed in further detail
in Appendix A.) The lower panel of Fig. 5 shows the ACT spec-
tra from D13, recalibrated to Planck with calibration coe�cients
determined from a joint likelihood analysis. The power spectra
plotted are an average of the ACTe and ACTs spectra, and in-
clude the small Galactic dust corrections described in Das et al.
(2013).

Fig. 5. Top: Planck spectra at 100, 143 and 217 GHz without
subtraction of foregrounds. Middle: SPT spectra from R12 at
95, 150 and 220 GHz, recalibrated to Planck using the best-
fit calibration, as discussed in the text. The S12 SPT spec-
trum at 150 GHz is also shown, but without any calibration cor-
rection. This spectrum is discussed in detail in Appendix A,
but is not used elsewhere in this paper. Bottom: ACT spectra
(weighted averages of the equatorial and southern fields) from
D13 at 148 and 220 GHz, and the 148⇥220 GHz cross-spectrum,
with no extragalactic foreground corrections, recalibrated to the
Planck spectra as discussed in the text. The solid line in each
panel shows the best-fit base ⇤CDM model from the combined
Planck+WP+highL fits listed in Table 5.
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‘Secondary’ power from:	

	

Extragalactic sources (radio and infrared)	

	


Thermal and kinetic Sunyaev-Zel’dovich effects	

	


Galactic cirrus 	


ACT and SPT at smaller scales	




ΛCDM	


Planck +WP	


Ωbh2 	
= 0.02205 ± 0.00028	


Ωch2 	
= 0.1199 ± 0.0027	


ns 	
= 0.960 ± 0.007	


τ 	
= 0.089 ± 0.014	


109As 	
= 2.20 ± 0.06	


	


H0 	
= 67.3 ± 1.2 	


ΩΛ 	
= 0.685 ± 0.017	


σ8 	
= 0.829 ± 0.012	
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Fig. 22. The Planck power spectrum of Fig. 10 plotted as `2D`
against multipole, compared to the best-fit base ⇤CDM model
with ns = 0.96 (red dashed line). The best-fit base ⇤CDM model
with ns constrained to unity is shown by the blue line.

Our extensive grid of models allows us to investigate cor-
relations of the spectral index with a number of cosmological
parameters beyond those of the base ⇤CDM model (see Figs.
21 and 24). As expected, ns is uncorrelated with parameters de-
scribing late-time physics, including the neutrino mass, geom-
etry, and the equation of state of dark energy. The remaining
correlations are with parameters that a↵ect the evolution of the
early Universe, including the number of relativistic species, or
the helium fraction. This is illustrated in Fig. 24: modifying the
standard model by increasing the number of neutrinos species,
or the helium fraction, has the e↵ect of damping the small-scale
power spectrum. This can be partially compensated by an in-
crease in the spectral index. However, an increase in the neu-
trino species must be accompanied by an increased matter den-
sity to maintain the peak positions. A measurement of the matter
density from the BAO measurements helps to break this degen-
eracy. This is clearly seen in the upper panel of Fig. 24, which
shows the improvement in the constraints when BAO measure-
ments are added to the Planck+WP+highL likelihood. With the
addition of BAO measurements we find more than a 3� devi-
ation from ns = 1 even in this extended model, with a best-fit
value of ns = 0.969 ± 0.010 for varying relativistic species. As
discussed in Sect. 6.3, we see no evidence from the Planck data
for non-standard neutrino physics.

The simplest single-field inflationary models predict that the
running of the spectral index should be of second order in infla-
tionary slow-roll parameters and therefore small [dns/d ln k ⇠
(ns � 1)2], typically about an order of magnitude below the
sensitivity limit of Planck (see e.g., Kosowsky & Turner 1995;
Baumann et al. 2009). Nevertheless, it is easy to construct in-
flationary models that have a larger scale dependence (e.g., by
adjusting the third derivative of the inflaton potential) and so it
is instructive to use the Planck data to constrain dns/d ln k. A
test for dns/d ln k is of particularly interest given the results from
previous CMB experiments.

Early results from WMAP suggested a preference for a nega-
tive running at the 1–2� level. In the final 9-year WMAP analy-
sis no significant running was seen using WMAP data alone, with
dns/d ln k = �0.019 ± 0.025 (68% confidence; Hinshaw et al.
2012. Combining WMAP data with the first data releases from
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Fig. 23. Upper: Posterior distribution for ns for the base ⇤CDM
model (black) compared to the posterior when a tensor compo-
nent and running scalar spectral index are added to the model
(red) Middle: Constraints (68% and 95%) in the ns–dns/d ln k
plane for ⇤CDM models with running (blue) and additionally
with tensors (red). Lower: Constraints (68% and 95%) on ns and
the tensor-to-scalar ratio r0.002 for ⇤CDM models with tensors
(blue) and additionally with running of the spectral index (red).
The dotted line show the expected relation between r and ns for
a V(�) / �2 inflationary potential (Eqs. 66a and 66b); here N is
the number of inflationary e-foldings as defined in the text. The
dotted line should be compared to the blue contours, since this
model predicts negligible running. All of these results use the
Planck+WP+highL data combination.
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the number of inflationary e-foldings as defined in the text. The
dotted line should be compared to the blue contours, since this
model predicts negligible running. All of these results use the
Planck+WP+highL data combination.

38

Scalar spectral index: n<1	


Harrison-Zel’dovich: too much 
power on small scales	

Ruled out at >5σ

ns = 0.960 ± 0.007	

 	




Consistency with polarization	


Polarization shows the dynamics of fluctuations at recombination	

Flowing into potential well at one degree scales	

Flowing out of well at half degree scales (high pressure causes reversal)	
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Fig. 27. Stacked maps of the CMB intensity I and polarization Qr at the position of the temperature extrema, at a common resolution of 30 arcmin.
Maps are displayed for CMB temperature cold spots (left) and hot spots (right) for the Planck CMB estimates (top row) and for the ⇤CDMPlanck
best fit model prediction (bottom row).

plitude with expectations of a pure ISW e↵ect. Using more re-
cent void catalogues leads to the detection of a signal at up to
2.5� with scales and amplitudes more consistent with expecta-
tions of the ISW e↵ect. Taking advantage of the large frequency
coverage of Planck, we have confirmed that the stacked signal is
stable from 44 to 353 GHz, supporting the cosmological origin
of this detection.

9.5. The cosmic infrared background

CIB anisotropies are expected to trace large-scale structures
and probe the clustering properties of galaxies, which in turn
are linked to those of their host dark matter halos. Because
the clustering of dark matter is well understood, observations
of anisotropies in the CIB constrain the relationship between
dusty, star-forming galaxies and the dark matter distribution.
Correlated anisotropies also depend on the mean emissivity per
comoving unit volume of dusty, star-forming galaxies and can
be used to measure the star formation history.

The extraction of CIB anisotropies in Planck/HFI (Planck
Collaboration XVIII 2011; Planck Collaboration XXXII 2013)
is limited by our ability to separate the CIB from the CMB
and the Galactic dust. At multipole `=100, the power spec-
trum of the CIB anisotropies has an amplitude less than 0.2 %
of the CMB power spectrum at 217 GHz, and less than 25 %
of the dust power spectrum in very di↵use regions of the sky
(NHI < 2.5 ⇥ 1020cm�2) at 857 GHz. Using HI data from three
radio telescopes (Parkes, GBT and E↵elsberg) and cleaning
the CMB using the 100 GHz map as a template, it has been
possible to obtain new measurements of the CIB anisotropies
with Planck/HFI. The CIB has been extracted from the maps
on roughly 2300 square degrees (Planck Collaboration XXXII
2013). Auto- and cross-power spectra have been computed, from
217 to 3000 GHz, using both PlanckHFI and IRAS. Two ap-
proaches have been developed to model the power spectra. The
first one uses only the linear part of the clustering and gives
strong constraints on the evolution of the star formation rate up
to high redshift. The second one is based on a parametrized rela-
tion between the dust-processed infrared luminosity and (sub-
)halo mass, probing the interplay between baryonic and dark
matter throughout cosmic times at an unmatched redshift depth,

complementing current and foreseeable optical or near-infrared
measurements.

9.6. Lensing and the cosmic infrared background

Planck’s multi-frequency observations provide information on
both the integrated history of star formation (via the CIB) and the
distribution of dark matter (via the lensing e↵ect on the cosmic
microwave background, or CMB). In the upper frequency bands
(353, 545, and 857 GHz), the dominant extragalactic signal is
not the CMB, but the CIB, composed of redshifted thermal ra-
diation from UV-heated dust, enshrouding young stars. The CIB
contains much of the energy from processes involved in structure
formation. According to current models, the dusty star-forming
galaxies (DSFGs) that give rise to the CIB have a redshift dis-
tribution peaked between z ⇠ 1 and z ⇠ 2, and tend to live in
1011–1013 M� dark matter halos.

Gravitational lensing by large-scale structure produces small
shear and magnification e↵ects in the observed fluctuations,
which can be exploited to reconstruct an integrated measure of
the gravitational potential along the line of sight. This “CMB
lensing potential” is sourced primarily by dark matter halos lo-
cated at 1 . z . 3, halfway between ourselves and the last scat-
tering surface.

The conjunction of these two unique probes allows us to
measure directly the connection between dark and luminous
matter in the high redshift (1  z  3) Universe (Planck
Collaboration XVIII 2013). We use a three-point statistic opti-
mized to detect the correlation between these two tracers. We
report the first detection of the correlation between the CIB and
CMB lensing using Planck data only. The well matched redshift
distribution of these two signals leads to a detection significance
with a peak value of 42� at 545 GHz. Equivalently, we measure
a correlation as high as 80 % across these two tracers. Our full
set of multi-frequency measurements (both CIB auto- and CIB-
lensing cross-spectra) are consistent with a simple halo-based
model, with a characteristic mass scale for the halos hosting CIB
sources of log10 (M/M�) = 11.6±1.5. Leveraging the frequency
dependence of our signal, we isolate the high redshift contribu-
tion to the CIB, and constrain the star formation rate (SFR) den-
sity at z � 1. We measure directly the SFR density with around
4� significance for three redshift bins between z = 1 and 7, thus
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from excess residuals at the µK2 level in the high-` spectra rela-
tive to the best-fit AL = 1 ⇤CDM+foregrounds model on scales
where extragalactic foreground modelling is critical.

5.2. Baryon acoustic oscillations

Baryon acoustic oscillations (BAO) in the matter power spec-
trum were first detected in analyses of the 2dF Galaxy
Redshift Survey (Cole et al. 2005) and the SDSS redshift sur-
vey (Eisenstein et al. 2005). Since then, accurate BAO measure-
ments have been made using a number of di↵erent galaxy red-
shift surveys, providing constraints on the distance luminosity
relation spanning the redshift range 0.1 <⇠ z <⇠ 0.718. Here we use
the results from four redshift surveys: the SDSS DR7 BAO mea-
surements at e↵ective redshifts ze↵ = 0.2 and ze↵ = 0.35, anal-
ysed by Percival et al. (2010); the z = 0.35 SDSS DR7 measure-
ment at ze↵ = 0.35 reanalyzed by Padmanabhan et al. (2012); the
WiggleZ measurements at ze↵ = 0.44, 0.60 and 0.73 analysed by
Blake et al. (2011); the BOSS DR9 measurement at ze↵ = 0.57
analyzed by Anderson et al. (2013); and the 6dF Galaxy Survey
measurement at z = 0.1 discussed by Beutler et al. (2011).

BAO surveys measure the distance ratio

dz =
rs(zdrag)
DV(z)

, (45)

where rs(zdrag) is the comoving sound horizon at the baryon drag
epoch (when baryons became dynamically decoupled from the
photons) and DV(z) is a combination of the angular-diameter dis-
tance, DA(z), and the Hubble parameter, H(z), appropriate for the
analysis of spherically-averaged two-point statistics:

DV(z) =
"
(1 + z)2D2

A(z)
cz

H(z)

#1/3
. (46)

In the ⇤CDM cosmology, the angular diameter distance to red-
shift z is

DA(z) =
c

H0
D̂A.

=
c

H0

1
|⌦K |1/2(1 + z)

sinK
h
|⌦K |1/2x(z,⌦m,⌦⇤)

i
, (47)

where

x(z,⌦m,⌦⇤) =
Z z

0

dz0

[⌦m(1 + z0)3 +⌦K(1 + z0)2 +⌦⇤]1/2 , (48)

and sinK = sinh for ⌦K > 0 and sinK = sin for ⌦K < 0. Note
that the luminosity distance, DL, relevant for the analysis of Type
Ia supernovae (see Sect. 5.4) is related to the angular diameter
distance via DL = (c/H0)D̂L = DA(1 + z)2.

Di↵erent groups fit and characterize BAO features in di↵er-
ent ways. For example, the WiggleZ team encode some shape
information on the power spectrum to measure the acoustic pa-
rameter A(z), introduced by Eisenstein et al. (2005),

A(z) =
DV(z)

q
⌦mH2

0

cz
, (49)

18Detections of a BAO feature have recently been reported in the
three-dimensional correlation function of the Ly↵ forest in large sam-
ples of quasars at a mean redshift of z ⇡ 2.3 (Busca et al. 2012;
Slosar et al. 2013). These remarkable results, probing cosmology well
into the matter-dominated regime, are based on new techniques that are
less mature than galaxy BAO measurements. For this reason, we do not
include Ly↵ BAO measurements as supplementary data to Planck. For
the models considered here and in Sect. 6, the galaxy BAO results give
significantly tighter constraints than the Ly↵ results.

Fig. 15. Acoustic-scale distance ratio rs/DV(z) divided by the
distance ratio of the Planck base ⇤CDM model. The points are
colour-coded as follows: green star (6dF); purple squares (SDSS
DR7 as analyzed by Percival et al. 2010); black star (SDSS DR7
as analyzed by Padmanabhan et al. 2012); blue cross (BOSS
DR9); and blue circles (WiggleZ). The grey band shows the ap-
proximate ±1� range allowed by Planck (computed from the
CosmoMC chains).

which is almost independent of !m. To simplify the presenta-
tion, Fig. 15 shows estimates of rs/DV(z) and 1� errors, as
quoted by each of the experimental groups, divided by the ex-
pected relation for the Planck base ⇤CDM parameters. Note
that the experimental groups use the approximate formulae of
Eisenstein & Hu (1998) to compute zdrag and rs(zdrag), though
they fit power spectra computed with Boltzmann codes, such
as camb, generated for a set of fiducial-model parameters. The
measurements have now become so precise that the small di↵er-
ence between the Eisenstein & Hu (1998) approximations and
the accurate values of zdrag and rdrag = rs(zdrag) returned by camb
need to be taken into account. In CosmoMC we multiply the ac-
curate numerical value of rs(zdrag) by a constant factor of 1.0275
to match the Eisenstein-Hu approximation in the fiducial model.
This correction is su�ciently accurate over the range of !m and
!b allowed by the CMB in the base ⇤CDM cosmology (see e.g.
Mehta et al. 2012) and also for the extended ⇤CDM models dis-
cussed in Sect. 6.

The Padmanabhan et al. (2012) result plotted in Fig. 15 is
a reanalysis of the ze↵ = 0.35 SDSS DR7 sample discussed
by Percival et al. (2010). Padmanabhan et al. (2012) achieve a
higher precision than Percival et al. (2010) by employing a re-
construction technique (Eisenstein et al. 2007) to correct (par-
tially) the baryon oscillations for the smearing caused by galaxy
peculiar velocities. The Padmanabhan et al. (2012) results are
therefore strongly correlated with those of Percival et al. (2010).
We refer to the Padmanabhan et al. (2012) “reconstruction-
corrected” results as SDSS(R). A similar reconstruction tech-
nique was applied to the BOSS survey by Anderson et al. (2013)
to achieve 1.6% precision in DV(z = 0.57)/rs, the most precise
determination of the acoustic oscillation scale to date.

All of the BAO measurements are compatible with the base
⇤CDM parameters from Planck. The grey band in Fig. 15
shows the ±1� range in the acoustic-scale distance ratio com-
puted from the Planck+WP+highL CosmoMC chains for the base
⇤CDM model. To get a qualitative feel for how the BAO mea-
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that the luminosity distance, DL, relevant for the analysis of Type
Ia supernovae (see Sect. 5.4) is related to the angular diameter
distance via DL = (c/H0)D̂L = DA(1 + z)2.
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information on the power spectrum to measure the acoustic pa-
rameter A(z), introduced by Eisenstein et al. (2005),
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three-dimensional correlation function of the Ly↵ forest in large sam-
ples of quasars at a mean redshift of z ⇡ 2.3 (Busca et al. 2012;
Slosar et al. 2013). These remarkable results, probing cosmology well
into the matter-dominated regime, are based on new techniques that are
less mature than galaxy BAO measurements. For this reason, we do not
include Ly↵ BAO measurements as supplementary data to Planck. For
the models considered here and in Sect. 6, the galaxy BAO results give
significantly tighter constraints than the Ly↵ results.

Fig. 15. Acoustic-scale distance ratio rs/DV(z) divided by the
distance ratio of the Planck base ⇤CDM model. The points are
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as analyzed by Padmanabhan et al. 2012); blue cross (BOSS
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proximate ±1� range allowed by Planck (computed from the
CosmoMC chains).

which is almost independent of !m. To simplify the presenta-
tion, Fig. 15 shows estimates of rs/DV(z) and 1� errors, as
quoted by each of the experimental groups, divided by the ex-
pected relation for the Planck base ⇤CDM parameters. Note
that the experimental groups use the approximate formulae of
Eisenstein & Hu (1998) to compute zdrag and rs(zdrag), though
they fit power spectra computed with Boltzmann codes, such
as camb, generated for a set of fiducial-model parameters. The
measurements have now become so precise that the small di↵er-
ence between the Eisenstein & Hu (1998) approximations and
the accurate values of zdrag and rdrag = rs(zdrag) returned by camb
need to be taken into account. In CosmoMC we multiply the ac-
curate numerical value of rs(zdrag) by a constant factor of 1.0275
to match the Eisenstein-Hu approximation in the fiducial model.
This correction is su�ciently accurate over the range of !m and
!b allowed by the CMB in the base ⇤CDM cosmology (see e.g.
Mehta et al. 2012) and also for the extended ⇤CDM models dis-
cussed in Sect. 6.

The Padmanabhan et al. (2012) result plotted in Fig. 15 is
a reanalysis of the ze↵ = 0.35 SDSS DR7 sample discussed
by Percival et al. (2010). Padmanabhan et al. (2012) achieve a
higher precision than Percival et al. (2010) by employing a re-
construction technique (Eisenstein et al. 2007) to correct (par-
tially) the baryon oscillations for the smearing caused by galaxy
peculiar velocities. The Padmanabhan et al. (2012) results are
therefore strongly correlated with those of Percival et al. (2010).
We refer to the Padmanabhan et al. (2012) “reconstruction-
corrected” results as SDSS(R). A similar reconstruction tech-
nique was applied to the BOSS survey by Anderson et al. (2013)
to achieve 1.6% precision in DV(z = 0.57)/rs, the most precise
determination of the acoustic oscillation scale to date.

All of the BAO measurements are compatible with the base
⇤CDM parameters from Planck. The grey band in Fig. 15
shows the ±1� range in the acoustic-scale distance ratio com-
puted from the Planck+WP+highL CosmoMC chains for the base
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rs is the comoving sound horizon at the baryon 
drag epoch	

DV combines the angular diameter distance and 
the Hubble parameter	
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Fig. 22. The Planck power spectrum of Fig. 10 plotted as `2D`
against multipole, compared to the best-fit base ⇤CDM model
with ns = 0.96 (red dashed line). The best-fit base ⇤CDM model
with ns constrained to unity is shown by the blue line.

Our extensive grid of models allows us to investigate cor-
relations of the spectral index with a number of cosmological
parameters beyond those of the base ⇤CDM model (see Figs.
21 and 24). As expected, ns is uncorrelated with parameters de-
scribing late-time physics, including the neutrino mass, geom-
etry, and the equation of state of dark energy. The remaining
correlations are with parameters that a↵ect the evolution of the
early Universe, including the number of relativistic species, or
the helium fraction. This is illustrated in Fig. 24: modifying the
standard model by increasing the number of neutrinos species,
or the helium fraction, has the e↵ect of damping the small-scale
power spectrum. This can be partially compensated by an in-
crease in the spectral index. However, an increase in the neu-
trino species must be accompanied by an increased matter den-
sity to maintain the peak positions. A measurement of the matter
density from the BAO measurements helps to break this degen-
eracy. This is clearly seen in the upper panel of Fig. 24, which
shows the improvement in the constraints when BAO measure-
ments are added to the Planck+WP+highL likelihood. With the
addition of BAO measurements we find more than a 3� devi-
ation from ns = 1 even in this extended model, with a best-fit
value of ns = 0.969 ± 0.010 for varying relativistic species. As
discussed in Sect. 6.3, we see no evidence from the Planck data
for non-standard neutrino physics.

The simplest single-field inflationary models predict that the
running of the spectral index should be of second order in infla-
tionary slow-roll parameters and therefore small [dns/d ln k ⇠
(ns � 1)2], typically about an order of magnitude below the
sensitivity limit of Planck (see e.g., Kosowsky & Turner 1995;
Baumann et al. 2009). Nevertheless, it is easy to construct in-
flationary models that have a larger scale dependence (e.g., by
adjusting the third derivative of the inflaton potential) and so it
is instructive to use the Planck data to constrain dns/d ln k. A
test for dns/d ln k is of particularly interest given the results from
previous CMB experiments.

Early results from WMAP suggested a preference for a nega-
tive running at the 1–2� level. In the final 9-year WMAP analy-
sis no significant running was seen using WMAP data alone, with
dns/d ln k = �0.019 ± 0.025 (68% confidence; Hinshaw et al.
2012. Combining WMAP data with the first data releases from
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Fig. 23. Upper: Posterior distribution for ns for the base ⇤CDM
model (black) compared to the posterior when a tensor compo-
nent and running scalar spectral index are added to the model
(red) Middle: Constraints (68% and 95%) in the ns–dns/d ln k
plane for ⇤CDM models with running (blue) and additionally
with tensors (red). Lower: Constraints (68% and 95%) on ns and
the tensor-to-scalar ratio r0.002 for ⇤CDM models with tensors
(blue) and additionally with running of the spectral index (red).
The dotted line show the expected relation between r and ns for
a V(�) / �2 inflationary potential (Eqs. 66a and 66b); here N is
the number of inflationary e-foldings as defined in the text. The
dotted line should be compared to the blue contours, since this
model predicts negligible running. All of these results use the
Planck+WP+highL data combination.
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Fig. 22. The Planck power spectrum of Fig. 10 plotted as `2D`
against multipole, compared to the best-fit base ⇤CDM model
with ns = 0.96 (red dashed line). The best-fit base ⇤CDM model
with ns constrained to unity is shown by the blue line.

Our extensive grid of models allows us to investigate cor-
relations of the spectral index with a number of cosmological
parameters beyond those of the base ⇤CDM model (see Figs.
21 and 24). As expected, ns is uncorrelated with parameters de-
scribing late-time physics, including the neutrino mass, geom-
etry, and the equation of state of dark energy. The remaining
correlations are with parameters that a↵ect the evolution of the
early Universe, including the number of relativistic species, or
the helium fraction. This is illustrated in Fig. 24: modifying the
standard model by increasing the number of neutrinos species,
or the helium fraction, has the e↵ect of damping the small-scale
power spectrum. This can be partially compensated by an in-
crease in the spectral index. However, an increase in the neu-
trino species must be accompanied by an increased matter den-
sity to maintain the peak positions. A measurement of the matter
density from the BAO measurements helps to break this degen-
eracy. This is clearly seen in the upper panel of Fig. 24, which
shows the improvement in the constraints when BAO measure-
ments are added to the Planck+WP+highL likelihood. With the
addition of BAO measurements we find more than a 3� devi-
ation from ns = 1 even in this extended model, with a best-fit
value of ns = 0.969 ± 0.010 for varying relativistic species. As
discussed in Sect. 6.3, we see no evidence from the Planck data
for non-standard neutrino physics.

The simplest single-field inflationary models predict that the
running of the spectral index should be of second order in infla-
tionary slow-roll parameters and therefore small [dns/d ln k ⇠
(ns � 1)2], typically about an order of magnitude below the
sensitivity limit of Planck (see e.g., Kosowsky & Turner 1995;
Baumann et al. 2009). Nevertheless, it is easy to construct in-
flationary models that have a larger scale dependence (e.g., by
adjusting the third derivative of the inflaton potential) and so it
is instructive to use the Planck data to constrain dns/d ln k. A
test for dns/d ln k is of particularly interest given the results from
previous CMB experiments.

Early results from WMAP suggested a preference for a nega-
tive running at the 1–2� level. In the final 9-year WMAP analy-
sis no significant running was seen using WMAP data alone, with
dns/d ln k = �0.019 ± 0.025 (68% confidence; Hinshaw et al.
2012. Combining WMAP data with the first data releases from
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Fig. 23. Upper: Posterior distribution for ns for the base ⇤CDM
model (black) compared to the posterior when a tensor compo-
nent and running scalar spectral index are added to the model
(red) Middle: Constraints (68% and 95%) in the ns–dns/d ln k
plane for ⇤CDM models with running (blue) and additionally
with tensors (red). Lower: Constraints (68% and 95%) on ns and
the tensor-to-scalar ratio r0.002 for ⇤CDM models with tensors
(blue) and additionally with running of the spectral index (red).
The dotted line show the expected relation between r and ns for
a V(�) / �2 inflationary potential (Eqs. 66a and 66b); here N is
the number of inflationary e-foldings as defined in the text. The
dotted line should be compared to the blue contours, since this
model predicts negligible running. All of these results use the
Planck+WP+highL data combination.
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Fig. 6.— One-dimensional marginalized distributions for the 6
ΛCDM parameters (top two rows) derived from the ACT+WMAP

combination, compared to WMAP alone. The bottom row shows
3 secondary parameters from the ACT+WMAP data. With the
addition of ACT data a model with ns = 1 is disfavored at the 3σ
level.

power uncertainty is doubled from As = 4 ± 0.4 µK2 to
4±0.8 µK2 there is only a 0.1σ effect. More radio source
power can be accommodated in 148GHz by increasing
the width of the radio prior to 4± 2 µK2, resulting in a
decrease in IR Poisson power at 148GHz of ! 1σ, and
a corresponding increase in the IR index by ! 0.8σ, but
this scenario is disfavored by the radio source counts pre-
sented in Marriage et al. (2010b).
Substituting the alternative halo-model ‘Src-2’ clus-

tered source template reduces the estimated IR Poisson
power by almost 1σ. In this case the one-halo term con-
tributes at small scales, transferring power from the Pois-
son to the clustered component. Given our uncertainty
in the clustered model, we adopt this difference as an
additional systematic error on the Poisson source levels,
shown in Table 3. In this simple model we have also as-
sumed that the clustered and Poisson components trace
the same populations with the same spectral index. The
goodness of fit of the simple model supports this assump-
tion. The detected clustering levels are compatible with
the detections by the BLAST experiment (Viero et al.
2009), and will be explored further in future work.

4. COSMOLOGICAL PARAMETER CONSTRAINTS

In this section we use the 148-only ACT likelihood to
estimate primary cosmological parameters, in combina-
tion with WMAP and cosmological distance priors. Fol-
lowing the prescription in Section 2.1.4 we marginalize
over three secondary parameters to account for SZ and
point source contamination. We conservatively exclude
the 218GHz data from this part of the analysis, to avoid
drawing conclusions that could depend on the choice of
model for the point source power.

4.1. The ΛCDM model

The best-fit ΛCDM model is shown in Figure 5, using
the combination "4C! to highlight the acoustic peaks in
the Silk damping regime. The estimated parameters for
the ACT+WMAP combination, given in Table 4 and
shown in Figure 6, agree to within 0.5σ with the WMAP

best-fit. The spectral index continues to lie below the
scale invariant ns = 1, now at the 3σ level from the
CMB alone, with ns = 0.962 ± 0.013. This supports
the inflationary scenario for the generation of primordial
fluctuations (Mukhanov & Chibisov 1981; Hawking 1982;
Starobinsky 1982; Guth & Pi 1982; Bardeen, Steinhardt,
& Turner 1983; Mukhanov, Feldman, & Brandenberger
1992) and is possible due to the longer lever arm from
the extended angular range probed by ACT. With the
addition of BAO and H0 data, the significance of ns < 1
is increased to 3.3σ, with statistics given in Table 5.
The ΛCDM parameters are not strongly correlated

with the three secondary parameters (Ac, Ap, ASZ), as
there is limited freedom within the model to adjust the
small-scale spectrum while still fitting the WMAP data.
We also find consistent results if the 148+218 ACT like-
lihood is used in place of the 148-only likelihood.
Evidence for the gravitational lensing of the primary

CMB signal is investigated in the companion ACT power
spectrum paper (Das et al. 2010). A lensing param-
eter, AL, is marginalized over that scales the lensing
potential from CΨ

! to ALCΨ
! , as described in Calabrese

et al. (2008). An unlensed CMB spectrum would have
AL = 0, and the standard lensing case has AL = 1. Re-
ichardt et al. (2009) reported a detection of lensing from
ACBAR; in Calabrese et al. (2008) this was interpreted
as a non-zero detection of the parameter AL, with mean
value higher than expected, AL = 3.1+1.8

−1.5 at 95% CL;

Reichardt et al. (2009) estimate AL = 1.4+1.7
−1.0 at 95%

CL from the same ACBAR data. With the ACT power
spectrum combined with 7-year WMAP data, Das et al.
(2010) report the measure

AL = 1.3+0.5+1.2
−0.5−1.0 (68, 95% CL), (20)

with mean value within 1σ of the expected value. The
goodness of fit of an unlensed CMB model has ∆χ2 = 8
worse than the best-fit lensed case, indicating a 2.8σ de-
tection of lensing. The marginalized distribution for AL
from ACT+WMAP, together with the standard lensed
(AL = 1) and unlensed spectra (AL = 0), are shown
in Das et al. (2010). The measurement adds support to
the standard cosmological model governing the growth
rate of matter fluctuations over cosmic time, and by ex-
tracting information beyond the two-point function these
measurements are expected to be improved.

4.2. Inflationary parameters

4.2.1. Running of the spectral index

We constrain a possible deviation from power-law pri-
mordial fluctuations using the running of the index,
dns/d ln k, with curvature perturbations described by

∆2
R(k) = ∆2

R(k0)

(

k

k0

)ns(k0)−1+ 1

2
ln(k/k0)dns/d ln k

.

(21)
The spectral index at scale k is related to the index at
pivot point k0 by

ns(k) = ns(k0) +
dns

d ln k
ln

(

k

k0

)

. (22)
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Fig. 22. The Planck power spectrum of Fig. 10 plotted as `2D`
against multipole, compared to the best-fit base ⇤CDM model
with ns = 0.96 (red dashed line). The best-fit base ⇤CDM model
with ns constrained to unity is shown by the blue line.

Our extensive grid of models allows us to investigate cor-
relations of the spectral index with a number of cosmological
parameters beyond those of the base ⇤CDM model (see Figs.
21 and 24). As expected, ns is uncorrelated with parameters de-
scribing late-time physics, including the neutrino mass, geom-
etry, and the equation of state of dark energy. The remaining
correlations are with parameters that a↵ect the evolution of the
early Universe, including the number of relativistic species, or
the helium fraction. This is illustrated in Fig. 24: modifying the
standard model by increasing the number of neutrinos species,
or the helium fraction, has the e↵ect of damping the small-scale
power spectrum. This can be partially compensated by an in-
crease in the spectral index. However, an increase in the neu-
trino species must be accompanied by an increased matter den-
sity to maintain the peak positions. A measurement of the matter
density from the BAO measurements helps to break this degen-
eracy. This is clearly seen in the upper panel of Fig. 24, which
shows the improvement in the constraints when BAO measure-
ments are added to the Planck+WP+highL likelihood. With the
addition of BAO measurements we find more than a 3� devi-
ation from ns = 1 even in this extended model, with a best-fit
value of ns = 0.969 ± 0.010 for varying relativistic species. As
discussed in Sect. 6.3, we see no evidence from the Planck data
for non-standard neutrino physics.

The simplest single-field inflationary models predict that the
running of the spectral index should be of second order in infla-
tionary slow-roll parameters and therefore small [dns/d ln k ⇠
(ns � 1)2], typically about an order of magnitude below the
sensitivity limit of Planck (see e.g., Kosowsky & Turner 1995;
Baumann et al. 2009). Nevertheless, it is easy to construct in-
flationary models that have a larger scale dependence (e.g., by
adjusting the third derivative of the inflaton potential) and so it
is instructive to use the Planck data to constrain dns/d ln k. A
test for dns/d ln k is of particularly interest given the results from
previous CMB experiments.

Early results from WMAP suggested a preference for a nega-
tive running at the 1–2� level. In the final 9-year WMAP analy-
sis no significant running was seen using WMAP data alone, with
dns/d ln k = �0.019 ± 0.025 (68% confidence; Hinshaw et al.
2012. Combining WMAP data with the first data releases from
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Fig. 23. Upper: Posterior distribution for ns for the base ⇤CDM
model (black) compared to the posterior when a tensor compo-
nent and running scalar spectral index are added to the model
(red) Middle: Constraints (68% and 95%) in the ns–dns/d ln k
plane for ⇤CDM models with running (blue) and additionally
with tensors (red). Lower: Constraints (68% and 95%) on ns and
the tensor-to-scalar ratio r0.002 for ⇤CDM models with tensors
(blue) and additionally with running of the spectral index (red).
The dotted line show the expected relation between r and ns for
a V(�) / �2 inflationary potential (Eqs. 66a and 66b); here N is
the number of inflationary e-foldings as defined in the text. The
dotted line should be compared to the blue contours, since this
model predicts negligible running. All of these results use the
Planck+WP+highL data combination.
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Fig. 24. Constraints on ns for ⇤CDM models with non-standard
relativistic species, Ne↵ , (upper) and helium fraction, YP, (lower).
We show 68% and 95% contours for various data combinations.
Note the tightening of the constraints with the addition of BAO
data.

ACT and SPT, Hinshaw et al. (2012) found a negative running
at nearly the 2� level with dns/d ln k = �0.022 ± 0.012 (see
also Dunkley et al. 2011 and Keisler et al. 2011 for analysis
of ACT and SPT with earlier data from WMAP). The ACT
3-year release, which incorporated a new region of sky, gave
dns/d ln k = �0.003 ± 0.013 (Sievers et al. 2013) when com-
bined with WMAP 7 year data. With the wide field SPT data at
150 GHz, a negative running was seen at just over the 2� level,
dns/d ln k = �0.024 ± 0.011 (Hou et al. 2012).

The picture from previous CMB experiments is therefore
mixed. The latest WMAP data show a 1� trend for a running,
but when combined with the S12 SPT data, this trend is ampli-
fied to give a potentially interesting result. The latest ACT data
go in the other direction, giving no support for a running spectral
index when combined with WMAP29.

The results from Planck data are as follows (see Figs. 21 and
23):

dns/d ln k = �0.013 ± 0.009 (68%; Planck+WP); (62a)

29The di↵erences between the Planck results reported here and the
WMAP-7+SPT results (Hou et al. 2012) are discussed in Appendix A.

dns/d ln k = �0.015 ± 0.009 (68%; Planck+WP+highL); (62b)
dns/d ln k = �0.011 ± 0.008 (68%; Planck+lensing

+WP+highL). (62c)

The consistency between (62a) and (62b) shows that these re-
sults are insensitive to modelling of unresolved foregrounds.
The preferred solutions have a small negative running, but not
at a high level of statistical significance. Closer inspection of
the best-fits shows that the change in �2 when dns/d ln k is in-
cluded as a parameter comes almost entirely from the low multi-
pole temperature likelihood. In fact, the fits to the high multipole
Planck likelihood have a slightly worse �2 when dns/d ln k is in-
cluded. The slight preference for a negative running is therefore
driven by the spectrum at low multipoles ` <⇠ 50. The tendency
for negative running is partly mitigated by including the Planck
lensing likelihood (Eq. 62c).

The constraints on dns/d ln k are broadly similar if tensor
fluctuations are allowed in addition to a running of the spectrum
(Fig. 23) . Adding tensor fluctuations, the marginalized posterior
distributions for dns/d ln k give

dns/d ln k = �0.021 ± 0.011 (68%; Planck+WP), (63a)
dns/d ln k = �0.022 ± 0.010 (68%; Planck+WP+highL), (63b)
dns/d ln k = �0.019 ± 0.010 (68%; Planck+lensing

+WP+highL). (63c)

As with Eqs. (62a)–(62c) the tendency to favour negative run-
ning is driven by the low multipole component of the tempera-
ture likelihood not by the Planck spectrum at high multipoles.

This is one of several examples discussed in this section
where marginal evidence for extensions to the base ⇤CDM
model are favoured by the TT spectrum at low multipoles. (The
low multipole spectrum is also largely responsible for the pull of
the lensing amplitude, AL, to values greater than unity discussed
in Sect. 5.1). The mismatch between the best-fit base ⇤CDM
model and the TT spectrum at multipoles ` <⇠ 30 is clearly vis-
ible in Fig. 1. The implications of this mismatch are discussed
further in Sect. 7.

Beyond a simple running, various extended parameter-
izations have been developed by e.g., Bridle et al. (2003),
Shafieloo & Souradeep (2008), Verde & Peiris (2008), and
Hlozek et al. (2012), to test for deviations from a power-law
spectrum of fluctuations. Similar techniques are applied to the
Planck data in Planck Collaboration XXII (2013).

6.2.2. Tensor fluctuations

In the base ⇤CDM model, the fluctuations are assumed to
be purely scalar modes. Primordial tensor fluctuations could
also contribute to the temperature and polarization power spec-
tra (e.g., Grishchuk 1975; Starobinsky 1979; Basko & Polnarev
1980; Crittenden et al. 1993, 1995). The most direct way of test-
ing for a tensor contribution is to search for a magnetic-type par-
ity signature via a large-scale B-mode pattern in CMB polar-
ization (Zaldarriaga & Seljak 1997; Kamionkowski et al. 1997).
Direct B-mode measurements are challenging as the expected
signal is small; upper limits measured by BICEP and QUIET
give 95% upper limits of r0.002 < 0.73 and r0.002 < 2.8 respec-
tively (Chiang et al. 2010; QUIET Collaboration et al. 2012)30.

30As discussed in Planck Collaboration II (2013) and
Planck Collaboration VI (2013), residual low-level polarization
systematics in both the LFI and HFI data preclude a Planck B-mode
polarization analysis at this stage.
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Fig. 24. Constraints on ns for ⇤CDM models with non-standard
relativistic species, Ne↵ , (upper) and helium fraction, YP, (lower).
We show 68% and 95% contours for various data combinations.
Note the tightening of the constraints with the addition of BAO
data.

ACT and SPT, Hinshaw et al. (2012) found a negative running
at nearly the 2� level with dns/d ln k = �0.022 ± 0.012 (see
also Dunkley et al. 2011 and Keisler et al. 2011 for analysis
of ACT and SPT with earlier data from WMAP). The ACT
3-year release, which incorporated a new region of sky, gave
dns/d ln k = �0.003 ± 0.013 (Sievers et al. 2013) when com-
bined with WMAP 7 year data. With the wide field SPT data at
150 GHz, a negative running was seen at just over the 2� level,
dns/d ln k = �0.024 ± 0.011 (Hou et al. 2012).

The picture from previous CMB experiments is therefore
mixed. The latest WMAP data show a 1� trend for a running,
but when combined with the S12 SPT data, this trend is ampli-
fied to give a potentially interesting result. The latest ACT data
go in the other direction, giving no support for a running spectral
index when combined with WMAP29.

The results from Planck data are as follows (see Figs. 21 and
23):

dns/d ln k = �0.013 ± 0.009 (68%; Planck+WP); (62a)

29The di↵erences between the Planck results reported here and the
WMAP-7+SPT results (Hou et al. 2012) are discussed in Appendix A.

dns/d ln k = �0.015 ± 0.009 (68%; Planck+WP+highL); (62b)
dns/d ln k = �0.011 ± 0.008 (68%; Planck+lensing

+WP+highL). (62c)

The consistency between (62a) and (62b) shows that these re-
sults are insensitive to modelling of unresolved foregrounds.
The preferred solutions have a small negative running, but not
at a high level of statistical significance. Closer inspection of
the best-fits shows that the change in �2 when dns/d ln k is in-
cluded as a parameter comes almost entirely from the low multi-
pole temperature likelihood. In fact, the fits to the high multipole
Planck likelihood have a slightly worse �2 when dns/d ln k is in-
cluded. The slight preference for a negative running is therefore
driven by the spectrum at low multipoles ` <⇠ 50. The tendency
for negative running is partly mitigated by including the Planck
lensing likelihood (Eq. 62c).

The constraints on dns/d ln k are broadly similar if tensor
fluctuations are allowed in addition to a running of the spectrum
(Fig. 23) . Adding tensor fluctuations, the marginalized posterior
distributions for dns/d ln k give

dns/d ln k = �0.021 ± 0.011 (68%; Planck+WP), (63a)
dns/d ln k = �0.022 ± 0.010 (68%; Planck+WP+highL), (63b)
dns/d ln k = �0.019 ± 0.010 (68%; Planck+lensing

+WP+highL). (63c)

As with Eqs. (62a)–(62c) the tendency to favour negative run-
ning is driven by the low multipole component of the tempera-
ture likelihood not by the Planck spectrum at high multipoles.

This is one of several examples discussed in this section
where marginal evidence for extensions to the base ⇤CDM
model are favoured by the TT spectrum at low multipoles. (The
low multipole spectrum is also largely responsible for the pull of
the lensing amplitude, AL, to values greater than unity discussed
in Sect. 5.1). The mismatch between the best-fit base ⇤CDM
model and the TT spectrum at multipoles ` <⇠ 30 is clearly vis-
ible in Fig. 1. The implications of this mismatch are discussed
further in Sect. 7.

Beyond a simple running, various extended parameter-
izations have been developed by e.g., Bridle et al. (2003),
Shafieloo & Souradeep (2008), Verde & Peiris (2008), and
Hlozek et al. (2012), to test for deviations from a power-law
spectrum of fluctuations. Similar techniques are applied to the
Planck data in Planck Collaboration XXII (2013).

6.2.2. Tensor fluctuations

In the base ⇤CDM model, the fluctuations are assumed to
be purely scalar modes. Primordial tensor fluctuations could
also contribute to the temperature and polarization power spec-
tra (e.g., Grishchuk 1975; Starobinsky 1979; Basko & Polnarev
1980; Crittenden et al. 1993, 1995). The most direct way of test-
ing for a tensor contribution is to search for a magnetic-type par-
ity signature via a large-scale B-mode pattern in CMB polar-
ization (Zaldarriaga & Seljak 1997; Kamionkowski et al. 1997).
Direct B-mode measurements are challenging as the expected
signal is small; upper limits measured by BICEP and QUIET
give 95% upper limits of r0.002 < 0.73 and r0.002 < 2.8 respec-
tively (Chiang et al. 2010; QUIET Collaboration et al. 2012)30.

30As discussed in Planck Collaboration II (2013) and
Planck Collaboration VI (2013), residual low-level polarization
systematics in both the LFI and HFI data preclude a Planck B-mode
polarization analysis at this stage.
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systematic errors that cause biases. For the HFI channels used in
Fig. 11, there are two primary sources of systematic error arising
from non-linear gain-like variations, and residual bandpass mis-
matches between detectors. However, these systematics rapidly
become unimportant at higher multipoles17.

The errors on the mean T E and EE spectra shown in Fig.
11 are computed from the analytic formulae given in Efstathiou
(2006), using an e↵ective beam-width adjusted to reproduce the
observed scatter in the polarization spectra at high multipoles.
The spectra are then band-averaged as in Eq. (37). The error bars
shown in Fig. 11 are computed from the diagonal components of
the band-averaged covariance matrices.

The solid lines in the upper panels of Fig. 11 show
the theoretical T E and EE spectra expected in the best-fit
Planck+WP+highL ⇤CDM model (i.e., the model used to com-
pute the theory TT spectrum plotted in Fig. 10). These theoret-
ical spectra are determined entirely from the TT analysis and
make no use of the Planck polarization data. As with the TT
spectra, the ⇤CDM model provides an extremely good match
to the polarization spectra. Furthermore, polarized foreground
emission is expected to be unimportant at high multipoles (e.g.,
Tucci & To↵olatti 2012) and so no foreground corrections have
been made to the spectra in Fig. 11. The agreement between
the polarization spectra and the theoretical spectra therefore pro-
vides strong evidence that the best-fit cosmological parameters
listed in Table 5 are not strongly a↵ected by the modelling of
unresolved foregrounds in the TT analysis.

5. Comparison of the Planck base ⇤CDM model

with other astrophysical data sets

Unlike CMB data, traditional astrophysical data sets – e.g.,
measurements of the Hubble parameter, type Ia supernovae
(SNe Ia), and galaxy redshift surveys – involve complex phys-
ical systems that are not understood at a fundamental level.
Astronomers are therefore reliant on internal consistency tests
and empirical calibrations to limit the possible impact of system-
atic e↵ects. Examples include calibrating the metallicity depen-
dence of the Cepheid period luminosity relation, calibrating the
colour-decline-rate-luminosity relation of Type Ia supernovae,
or quantifying the relationship between the spatial distributions
of galaxies and dark matter. In addition, there are more mundane
potential sources of error, which can a↵ect certain types of astro-
physical observations (e.g., establishing consistent photometric
calibration systems). We must be open to the possibility that un-
known, or poorly quantified, systematic errors may be present
in the astrophysical data, especially when used in combination
with the high precision data from Planck.

We have seen in the previous section that the base ⇤CDM
model provides an acceptable fit to the Planck TT power spec-
tra (and the Planck T E and EE spectra) and also to the ACT
and SPT temperature power spectra. The cosmological parame-
ters of this model are determined to high precision. We therefore
review whether these parameters provide acceptable fits to other
astrophysical data. If they do not, then we need to assess whether
the discrepancy is a pointer to new physics, or evidence of some
type of poorly understood systematic e↵ect. Unless stated other-
wise, we use the Planck+WP+highL parameters listed in Table 5
as the default “Planck” parameters for the base ⇤CDM model.

17The main focus of current work on Planck polarization is to reduce
the e↵ects of these systematics on the polarization maps at large angular
scales.

Fig. 12. Planck measurements of the lensing power spec-
trum compared to the prediction for the best-fitting
Planck+WP+highL ⇤CDM model parameters. In the top
panel, the data points are the measured bandpowers and ±1�
error ranges from the diagonal of the covariance matrix. The
measured bandpowers are compared to the C��` in the best-fit
model (black line). The grey region shows the 1� range in C��`
due to ⇤CDM parameter uncertainties. The lower panel shows
the di↵erences between the bandpower amplitudes Âi and the
predictions for their expectation values in the best-fit model,
Atheory

i .

5.1. CMB lensing measured by Planck

Weak gravitational lensing by large-scale structure subtly al-
ters the statistics of the CMB anisotropies, encoding informa-
tion about the late-time Universe which is otherwise degen-
erate in the primary anisotropies laid down at last-scattering
(see Lewis & Challinor 2006 for a review). The lensing deflec-
tions are given by the gradient of the lensing potential �(n̂),
which corresponds to an integrated measure of the matter distri-
bution along the line of sight with peak sensitivity to structures
around redshift 2. The rms deflection is expected to be around
2.5 arcmin and to be coherent over several degrees. We include
the e↵ect of lensing on the temperature power spectrum in all our
parameter analysis, but for some results we also include the lens-
ing information encoded in the non-Gaussian trispectrum (con-
nected 4-point function) of the CMB. Lensing generates a non-
zero trispectrum, which, at leading order, is proportional to the
power spectrum C��` of the lensing potential (Hu 2001).

In Planck Collaboration XVII (2013), we present a detailed
analysis of CMB lensing with Planck data, including estima-
tion of C��` from the trispectrum computed from Planck’s maps.
This paper also describes the construction of a lensing like-
lihood. Briefly, we first reconstruct an estimate of the lens-
ing potential using near-optimal quadratic estimators, follow-
ing Okamoto & Hu (2003), with various Galactic and point-
source masks. The empirical power spectrum of this reconstruc-
tion, after subtraction of the Gaussian noise bias (i.e., the dis-
connected part of the 4-point function), is then used to esti-
mate C��` in bandpowers. The associated bandpower errors are
estimated from simulations. The lensing power spectrum is es-
timated from channel-coadded Planck maps at 100, 143 and
217 GHz in the multipole range ` = 10–1000, and also from a

25

d =∇φ



Spatial curvature	


Planck Collaboration: Cosmological parameters

0.0 0.2 0.4 0.6 0.8 1.0

�m

0.0

0.2

0.4

0.6

0.8

1.0

�
�

40

45

50

55

60

65

70

75

H
0

0.24 0.32 0.40 0.48

�m

0.56

0.64

0.72

0.80

�
�

+lensing

+lensing+BAO

40

45

50

55

60

65

70

75

H
0

Fig. 25. The Planck+WP+highL data combination (samples; colour-coded by the value of H0) partially breaks the geometric degen-
eracy between ⌦m and ⌦⇤ due to the e↵ect of lensing in the temperature power spectrum. These limits are significantly improved
by the inclusion of the Planck lensing reconstruction (black contours). Combining also with BAO (right; solid blue contours) tightly
constrains the geometry to be nearly flat.

In summary, there is no evidence from Planck for any depar-
ture from a spatially flat geometry. The results of Eqs. (68a) and
(68b) suggest that our Universe is spatially flat to an accuracy of
better than a percent.

6.3. Neutrino physics and constraints on relativistic
components

A striking illustration of the interplay between cosmology and
particle physics is the potential of CMB observations to con-
strain the properties of relic neutrinos, and possibly of additional
light relic particles in the Universe (see e.g., Dodelson et al.
1996; Hu et al. 1995; Bashinsky & Seljak 2004; Ichikawa et al.
2005; Lesgourgues & Pastor 2006; Hannestad 2010). In the fol-
lowing subsections, we present Planck constraints on the mass of
ordinary (active) neutrinos assuming no extra relics, on the den-
sity of light relics assuming they all have negligible masses, and
finally on models with both light massive and massless relics.

6.3.1. Constraints on the total mass of active neutrinos

The detection of solar and atmospheric neutrino oscillations
proves that neutrinos are massive, with at least two species being
non-relativistic today. The measurement of the absolute neutrino
mass scale is a challenge for both experimental particle physics
and observational cosmology. The combination of CMB, large-
scale structure and distance measurements already excludes a
large range of masses compared to beta-decay experiments.
Current limits on the total neutrino mass

P
m⌫ (summed over the

three neutrino families) from cosmology are rather model depen-
dent and vary strongly with the data combination adopted. The
tightest constraints for flat models with three families of neutri-
nos are typically around 0.3 eV (95% CL; e.g., de Putter et al.
2012). Since

P
m⌫ must be greater than approximately 0.06 eV

in the normal hierarchy scenario and 0.1 eV in the degener-
ate hierarchy (Gonzalez-Garcia et al. 2012), the allowed neu-
trino mass window is already quite tight and could be closed
further by current or forthcoming observations (Jimenez et al.
2010; Lesgourgues et al. 2013).

Cosmological models, with and without neutrino mass, have
di↵erent primary CMB power spectra. For observationally-
relevant masses, neutrinos are still relativistic at recombina-
tion and the unique e↵ects of masses in the primary power
spectra are small. The main e↵ect is around the first acoustic
peak and is due to the early integrated Sachs-Wolfe (ISW) ef-
fect; neutrino masses have an impact here even for a fixed red-
shift of matter–radiation equality (Lesgourgues & Pastor 2012;
Hall & Challinor 2012; Hou et al. 2012; Lesgourgues et al.
2013). To date, this e↵ect has been the dominant one in con-
straining the neutrino mass from CMB data, as demonstrated in
Hou et al. (2012). As we shall see here, the Planck data move
us into a new regime where the dominant e↵ect is from gravi-
tational lensing. Increasing neutrino mass, while adjusting other
parameters to remain in a high-probability region of parameter
space, increases the expansion rate at z >⇠ 1 and so suppresses
clustering on scales smaller than the horizon size at the non-
relativistic transition (Kaplinghat et al. 2003; Lesgourgues et al.
2006). The net e↵ect for lensing is a suppression of the CMB
lensing potential and, for orientation, by ` = 1000 the suppres-
sion is around 10% in power for

P
m⌫ = 0.66 eV.

Here we report constraints assuming three species of degen-
erate massive neutrinos. At the level of sensitivity of Planck, the
e↵ect of mass splittings is negligible, and the degenerate model
can be assumed without loss of generality.

Combining the Planck+WP+highL data, we obtain an upper
limit on the summed neutrino mass of

X
m⌫ < 0.66 eV (95%; Planck+WP+highL). (69)

The posterior distribution is shown by the solid black curve in
Fig. 26. To demonstrate that the dominant e↵ect leading to the
constraint is gravitational lensing, we remove the lensing infor-

41

	
With primary CMB, cannot measure curvature.	


	


	
Planck measures curvature through lensing 
(more closed, less dark energy à more lensing)	


	

	
 	
(i) smears out the small-scale TT 	
peaks 

	
and moves power to small scales	

	

	
 	
(ii) boosts the deflection power spectrum 

	
(about double at ΩΛ=0)	


Planck Collaboration: Cosmological parameters

0.0 0.2 0.4 0.6 0.8 1.0

�m

0.0

0.2

0.4

0.6

0.8

1.0

�
�

40

45

50

55

60

65

70

75

H
0

0.24 0.32 0.40 0.48

�m

0.56

0.64

0.72

0.80

�
�

+lensing

+lensing+BAO

40

45

50

55

60

65

70

75

H
0

Fig. 25. The Planck+WP+highL data combination (samples; colour-coded by the value of H0) partially breaks the geometric degen-
eracy between ⌦m and ⌦⇤ due to the e↵ect of lensing in the temperature power spectrum. These limits are significantly improved
by the inclusion of the Planck lensing reconstruction (black contours). Combining also with BAO (right; solid blue contours) tightly
constrains the geometry to be nearly flat.

In summary, there is no evidence from Planck for any depar-
ture from a spatially flat geometry. The results of Eqs. (68a) and
(68b) suggest that our Universe is spatially flat to an accuracy of
better than a percent.

6.3. Neutrino physics and constraints on relativistic
components

A striking illustration of the interplay between cosmology and
particle physics is the potential of CMB observations to con-
strain the properties of relic neutrinos, and possibly of additional
light relic particles in the Universe (see e.g., Dodelson et al.
1996; Hu et al. 1995; Bashinsky & Seljak 2004; Ichikawa et al.
2005; Lesgourgues & Pastor 2006; Hannestad 2010). In the fol-
lowing subsections, we present Planck constraints on the mass of
ordinary (active) neutrinos assuming no extra relics, on the den-
sity of light relics assuming they all have negligible masses, and
finally on models with both light massive and massless relics.

6.3.1. Constraints on the total mass of active neutrinos

The detection of solar and atmospheric neutrino oscillations
proves that neutrinos are massive, with at least two species being
non-relativistic today. The measurement of the absolute neutrino
mass scale is a challenge for both experimental particle physics
and observational cosmology. The combination of CMB, large-
scale structure and distance measurements already excludes a
large range of masses compared to beta-decay experiments.
Current limits on the total neutrino mass

P
m⌫ (summed over the

three neutrino families) from cosmology are rather model depen-
dent and vary strongly with the data combination adopted. The
tightest constraints for flat models with three families of neutri-
nos are typically around 0.3 eV (95% CL; e.g., de Putter et al.
2012). Since

P
m⌫ must be greater than approximately 0.06 eV

in the normal hierarchy scenario and 0.1 eV in the degener-
ate hierarchy (Gonzalez-Garcia et al. 2012), the allowed neu-
trino mass window is already quite tight and could be closed
further by current or forthcoming observations (Jimenez et al.
2010; Lesgourgues et al. 2013).

Cosmological models, with and without neutrino mass, have
di↵erent primary CMB power spectra. For observationally-
relevant masses, neutrinos are still relativistic at recombina-
tion and the unique e↵ects of masses in the primary power
spectra are small. The main e↵ect is around the first acoustic
peak and is due to the early integrated Sachs-Wolfe (ISW) ef-
fect; neutrino masses have an impact here even for a fixed red-
shift of matter–radiation equality (Lesgourgues & Pastor 2012;
Hall & Challinor 2012; Hou et al. 2012; Lesgourgues et al.
2013). To date, this e↵ect has been the dominant one in con-
straining the neutrino mass from CMB data, as demonstrated in
Hou et al. (2012). As we shall see here, the Planck data move
us into a new regime where the dominant e↵ect is from gravi-
tational lensing. Increasing neutrino mass, while adjusting other
parameters to remain in a high-probability region of parameter
space, increases the expansion rate at z >⇠ 1 and so suppresses
clustering on scales smaller than the horizon size at the non-
relativistic transition (Kaplinghat et al. 2003; Lesgourgues et al.
2006). The net e↵ect for lensing is a suppression of the CMB
lensing potential and, for orientation, by ` = 1000 the suppres-
sion is around 10% in power for

P
m⌫ = 0.66 eV.

Here we report constraints assuming three species of degen-
erate massive neutrinos. At the level of sensitivity of Planck, the
e↵ect of mass splittings is negligible, and the degenerate model
can be assumed without loss of generality.

Combining the Planck+WP+highL data, we obtain an upper
limit on the summed neutrino mass of

X
m⌫ < 0.66 eV (95%; Planck+WP+highL). (69)

The posterior distribution is shown by the solid black curve in
Fig. 26. To demonstrate that the dominant e↵ect leading to the
constraint is gravitational lensing, we remove the lensing infor-
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Ωk = -0.01 ± 0.009 (68%, Planck+WP+highL+lensing)	

Ωk = -0.001 ± 0.0032 (+BAO)	
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Fig. 28. Left: 2D joint posterior distribution between Ne↵ and
P

m⌫ (the summed mass of the three active neutrinos) in models with
extra massless neutrino-like species. Right: Samples in the Ne↵–me↵

⌫, sterile plane, colour-coded by ⌦ch2, in models with one massive
sterile neutrino family, with e↵ective mass me↵

⌫, sterile, and the three active neutrinos as in the base ⇤CDM model. The physical mass
of the sterile neutrino in the thermal scenario, mthermal

sterile , is constant along the grey dashed lines, with the indicated mass in eV. The
physical mass in the Dodelson-Widrow scenario, mDW

sterile, is constant along the dotted lines (with the value indicated on the adjacent
dashed lines).

The above contraints are also appropriate for the Dodelson-
Widrow scenario, but for a physical mass cut of mDW

sterile < 20 eV.
The thermal and Dodelson-Widrow scenarios considered

here are representative of a large number of possible models that
have recently been investigated in the literature (Hamann et al.
2011; Diamanti et al. 2012; Archidiacono et al. 2012;
Hannestad et al. 2012).

6.4. Big bang nucleosynthesis

Observations of light elements abundances created during big
bang nucleosynthesis (BBN) provided one of the earliest preci-
sion tests of cosmology and were critical in establishing the ex-
istence of a hot big bang. Up-to-date accounts of nucleosynthe-
sis are given by Iocco et al. (2009) and Steigman (2012). In the
standard BBN model, the abundance of light elements (parame-
terized by YBBN

P ⌘ 4nHe/nb for helium-4 and yBBN
DP ⌘ 105nD/nH

for deuterium, where ni is the number density of species i) can
be predicted as a function of the baryon density !b, the number
of relativistic degrees of freedom parameterized by Ne↵ , and of
the lepton asymmetry in the electron neutrino sector. Throughout
this subsection, we assume for simplicity that lepton asymmetry
is too small to play a role at BBN. This is a reasonable assump-
tion, since Planck data cannot improve existing constraints on
the asymmetry34. We also assume that there is no significant en-

34A primordial lepton asymmetry could modify the outcome of BBN
only if it were very large (of the order of 10�3 or bigger). Such a large
asymmetry is not motivated by particle physics, and is strongly con-
strained by BBN. Indeed, by taking into account neutrino oscillations
in the early Universe, which tend to equalize the distribution function
of three neutrino species, Mangano et al. (2012) derived strong bounds
on the lepton asymmetry. CMB data cannot improve these bounds, as
shown by Castorina et al. (2012); an exquisite sensitivity to Ne↵ would
be required. Note that the results of Mangano et al. (2012) assume that
Ne↵ departs from the standard value only due to the lepton asymmetry.
A model with both a large lepton asymmetry and extra relativistic relics
could be constrained by CMB data. However, we will not consider such
a contrived scenario in this paper.

tropy increase between BBN and the present day, so that our
CMB constraints on the baryon-to-photon ratio can be used to
compute primordial abundances.

To calculate the dependence of YBBN
P and yBBN

DP on the
parameters !b and Ne↵ , we use the accurate public code
PArthENoPE (Pisanti et al. 2008), which incorporates values
of nuclear reaction rates, particle masses and fundamental
constants, and an updated estimate of the neutron lifetime
(⌧n = 880.1 s; Beringer et al. 2012). Experimental uncertain-
ties on each of these quantities lead to a theoretical error for
YBBN

P (!b,Ne↵) and yBBN
DP (!b,Ne↵). For helium, the error is dom-

inated by the uncertainty in the neutron lifetime, leading to35

�(YBBN
P ) = 0.0003. For deuterium, the error is dominated by

uncertainties in several nuclear rates, and is estimated to be
�(yBBN

DP ) = 0.04 (Serpico et al. 2004).
These predictions for the light elements can be confronted

with measurements of their abundances, and also with CMB data
(which is sensitive to !b, Ne↵ , and YP). We shall see below that
for the base cosmological model with Ne↵ = 3.046 (or even for
an extended scenario with free Ne↵) the CMB data predict the
primordial abundances, under the assumption of standard BBN,
with smaller uncertainties than those estimated for the measured
abundances. Furthermore, the CMB predictions are consistent
with direct abundance measurements.

6.4.1. Observational data on primordial abundances

The observational constraint on the primordial helium-4 frac-
tion used in this paper is YBBN

P = 0.2534 ± 0.0083 (68% CL)
from the recent data compilation of Aver et al. (2012), based
on spectroscopic observations of the chemical abundances in
metal-poor H ii regions. The error on this measurement is domi-
nated by systematic e↵ects that will be di�cult to resolve in the
near future. It is reassuring that the independent and conserva-

35Serpico et al. (2004) quotes �(YBBN
P ) = 0.0002, but since that

work, the uncertainty on the neutron lifetime has been re-evaluated,
from �(⌧n) = 0.8 s to �(⌧n) = 1.1 s Beringer et al. (2012).
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•  Still relativistic at recombination	

•  Improved limit from lensing in power spectrum: 

more mass = less lensing	


Σmν < 0.66 eV (95%, Planck+WP+highL)	

Σmν < 0.23 eV (+BAO)	


	

•  But, adding Planck lensing spectrum increases 

limit to <0.85 eV.	


•  With nominal cluster mass bias, SZ cluster counts 
prefer non-zero neutrino mass (~0.5 eV).	




Dark energy	

Planck Collaboration: Cosmological parameters

�2.0 �1.6 �1.2 �0.8 �0.4
w

0.0

0.2

0.4

0.6

0.8

1.0

P
/P

m
ax

Planck+WP+BAO

Planck+WP+Union2.1

Planck+WP+SNLS

Planck+WP

Fig. 34. Marginalized posterior distributions for the dark en-
ergy equation of state parameter w (assumed constant), for
Planck+WP alone (green) and in combination with SNe data
(SNSL in blue and the Union2.1 compilation in red) or BAO
data (black). A flat prior on w from �3 to �0.3 was as-
sumed and, importantly for the CMB-only constraints, the prior
[20, 100] km s�1 Mpc�1 on H0. The dashed grey line indicates
the cosmological constant solution, w = �1.

which is in tension with w = �1 at more than the 2� level.
The results in Eqs. (91–93) reflect the tensions between the

supplementary data sets and the Planck base ⇤CDM cosmology
discussed in Sect. 5. The BAO data are in excellent agreement
with the Planck base ⇤CDM model, so there is no significant
preference for w , �1 when combining BAO with Planck. In
contrast, the addition of the H0 measurement, or SNLS SNe data,
to the CMB data favours models with exotic physics in the dark
energy sector. These trends form a consistent theme throughout
this section. The SNLS data favours a lower ⌦ in the ⇤CDM
model than Planck, and hence larger dark energy density today.
The tension can be relieved by making the dark energy fall away
faster in the past than for a cosmological constant, i.e., w < �1.

The constant w models are of limited physical interest. If
w , �1 then it is likely to change with time. To investigate
this we consider the simple linear relation in Eq. (4), w(a) =
w0 + wa(1 � a), which has often been used in the literature
(Chevallier & Polarski 2001; Linder 2003). This parameteriza-
tion approximately captures the low-redshift behaviour of light,
slowly-rolling minimally-coupled scalar fields (as long as they
do not contribute significantly to the total energy density at early
times) and avoids the complexity of scanning a large number of
possible potential shapes and initial conditions. The dynamical
evolution of w(a) can lead to distinctive imprints in the CMB
(Caldwell et al. 1998) which would show up in the Planck data.

Figure 35 shows contours of the joint posterior distribution in
the w0–wa plane using Planck+WP+BAO data (colour-coded ac-
cording to the value of H0). The points are coloured by the value
of H0, which shows a clear variation with w0 and wa reveal-
ing the three-dimensional nature of the geometric degeneracy in
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Fig. 35. 2D marginalized posterior distribution for w0 and wa
for Planck+WP+BAO data. The contours are 68% and 95%,
and the samples are colour-coded according to the value of H0.
Independent flat priors of �3 < w0 < �0.3 and �2 < wa < 2
are assumed. Dashed grey lines show the cosmological constant
solution w0 = �1 and wa = 0.

such models. The cosmological constant point (w0,wa) = (�1, 0)
lies within the 68% contour and the marginalized posteriors for
w0 and wa are

w0 = �1.04+0.72
�0.69 (95%; Planck+WP+BAO), (94a)

wa < 1.32 (95%; Planck+WP+BAO). (94b)

Including the H0 measurement in place of the BAO data moves
(w0,wa) away from the cosmological constant solution towards
negative wa at just under the 2� level.

Figure 36 shows likelihood contours for (w0,wa), now
adding SNe data to Planck. As discussed in detail in Sect. 5,
there is a dependence of the base ⇤CDM parameters on the
choice of SNe data set, and this is reflected in Fig. 36. The re-
sults from the Planck+WP+Union2.1 data combination are in
better agreement with a cosmological constant than those from
the Planck+WP+SNLS combination. For the latter data combi-
nation, the cosmological constant solution lies on the 2� bound-
ary of the (w0,wa) distribution.

Dynamical dark energy models might also give a non-
negligible contribution to the energy density of the Universe
at early times. Such early dark energy (EDE; Wetterich 2004)
models may be very close to ⇤CDM recently, but have a non-
zero dark energy density fraction, ⌦e, at early times. Such mod-
els complement the (w0,wa) analysis by investigating how much
dark energy can be present at high redshifts. EDE has two main
e↵ects: it reduces structure growth in the period after last scat-
tering; and it changes the position and height of the peaks in the
CMB spectrum.

The model we adopt here is that of Doran & Robbers (2006):

⌦de(a) =
⌦0

de �⌦e(1 � a�3w0 )
⌦0

de +⌦
0
ma3w0

+⌦e(1 � a�3w0 ) . (95)

It requires two additional parameters to those of the base⇤CDM
model: ⌦e, the dark energy density relative to the critical den-
sity at early times (assumed constant in this treatment); and the
present-day dark energy equation of state parameter w0. Here⌦0

m
is the present matter density and⌦0

de = 1�⌦0
m is the present dark
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Fig. 36. 2D marginalized posterior distributions for w0 and
wa, for the data combinations Planck+WP+BAO (grey),
Planck+WP+Union2.1 (red) and Planck+WP+SNLS (blue).
The contours are 68% and 95%, and dashed grey lines show the
cosmological constant solution.

energy abundance (for a flat Universe). Note that the model of
Eq. (95) has dark energy present over a large range of redshifts;
the bounds on ⌦e can be substantially weaker if dark energy is
only present over a limited range of redshifts (Pettorino et al.
2013). The presence or absence of dark energy at the epoch of
last scattering is the dominant e↵ect on the CMB anisotropies
and hence the constraints are insensitive to the addition of low
redshift supplementary data such as BAO.

The most precise bounds on EDE arise from the analysis
of CMB anisotropies (Doran et al. 2001; Caldwell et al. 2003;
Calabrese et al. 2011; Reichardt et al. 2012; Sievers et al.
2013; Hou et al. 2012; Pettorino et al. 2013). Using
Planck+WP+highL, we find

⌦e < 0.009 (95%; Planck+WP+highL). (96)

(The limit for Planck+WP is very similar: ⌦e < 0.010.) These
bounds are consistent with and improve the recent ones of
Hou et al. (2012), who give ⌦e < 0.013 at 95% CL, and
Sievers et al. (2013), who find ⌦e < 0.025 at 95% CL.

In summary, the results on dynamical dark energy (except for
those on early dark energy discussed above) are dependent on
exactly what supplementary data are used in conjunction with
the CMB data. (Planck lensing does not significantly improve
the constraints on the models discussed here.) Using the direct
measurement of H0, or the SNLS SNe sample, together with
Planck we see preferences for dynamical dark energy at about
the 2� level reflecting the tensions between these data sets and
Planck in the⇤CDM model. In contrast, the BAO measurements
together with Planck give tight constraints which are consistent
with a cosmological constant. Our inclination is to give greater
weight to the BAO measurements and to conclude that there is
no strong evidence that the dark energy is anything other than a
cosmological constant.

6.6. Dark matter annihilation

Energy injection from dark matter (DM) annihilation can
change the recombination history and a↵ect the shape of
the angular CMB spectra (Chen & Kamionkowski 2004;

Padmanabhan & Finkbeiner 2005; Zhang et al. 2006;
Mapelli et al. 2006). As recently shown in several papers
(see e.g., Galli et al. 2009, 2011; Giesen et al. 2012; Hutsi et al.
2011; Natarajan 2012) CMB anisotropies o↵er an opportunity
to constrain DM annihilation models.

High-energy particles injected in the high-redshift thermal
gas by DM annihilation are typically cooled down to the keV
scale by high energy processes; once the shower has reached
this energy scale, the secondary particles produced can ion-
ize, excite or heat the thermal gas (Shull & van Steenberg 1985;
Valdes et al. 2010); the first two processes modify the evolution
of the free electron fraction xe, while the third a↵ects the tem-
perature of the baryons.

The rate of energy release, dE/dt, per unit volume by a relic
annihilating DM particle is given by

dE
dt

(z) = 2 g ⇢2
cc2⌦2

c(1 + z)6 pann(z), (97)

where pann is, in principle, a function of redshift z, defined as

pann(z) ⌘ f (z)
h�vi
m�
, (98)

where h�vi is the thermally averaged annihilation cross-section,
m� is the mass of the DM particle, ⇢c is the critical density of
the Universe today, g is a degeneracy factor equal to 1/2 for
Majorana particles and 1/4 for Dirac particles (in the following,
constraints will refer to Majorana particles), and the parameter
f (z) indicates the fraction of energy which is absorbed overall
by the gas at redshift z. We note that the presence of the brackets
in h�vi denote a thermal average over the velocity distribution
of particles.

In Eq. (98), the factor f (z) depends on the details of the
annihilation process, such as the mass of the DM particle and
the annihilation channel (see e.g., Slatyer et al. 2009). The func-
tional shape of f (z) can be taken into account using gen-
eralized parameterizations (Finkbeiner et al. 2012; Hutsi et al.
2011). However, as shown in Galli et al. (2011), Giesen et al.
(2012), and Finkbeiner et al. (2012) it is possible to neglect the
redshift dependence of f (z) to first approximation, since current
data shows very little sensitivity to variations of this function.
The e↵ects of DM annihilation can therefore be well parameter-
ized by a single constant parameter, pann, that encodes the de-
pendence on the properties of the DM particles.

We compute here the theoretical angular power in the pres-
ence of DM annihilations, by modifying the RECFAST routine
in the camb code as in Galli et al. (2011) and by making use
of the package CosmoMC for Monte Carlo parameter estimation.
We checked that we obtain the same results by using the CLASS
Boltzmann code (Lesgourgues 2011a) and the Monte Python
package (Audren et al. 2012), with DM annihilation e↵ects cal-
culated either by RECFAST or HyRec (Ali-Haimoud & Hirata
2011), as detailed in Giesen et al. (2012). Besides pann, we sam-
ple the parameters of the base ⇤CDM model and the fore-
ground/nuisance parameters described in Sect. 4.

From Planck+WP we find

pann < 5.4 ⇥ 10�6 m3 s�1 kg�1 (95; Planck+WP). (99)

This constraint is weaker than that found from the full
WMAP9 temperature and polarization likelihood, pann < 1.2 ⇥
10�6 m3s�1kg�1 because the Planck likelihood does not yet in-
clude polarization information at intermediate and high multi-
poles. In fact, the damping e↵ect of DM annihilation on the
CMB temperature power spectrum is highly degenerate with
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Fig. 36. 2D marginalized posterior distributions for w0 and
wa, for the data combinations Planck+WP+BAO (grey),
Planck+WP+Union2.1 (red) and Planck+WP+SNLS (blue).
The contours are 68% and 95%, and dashed grey lines show the
cosmological constant solution.

energy abundance (for a flat Universe). Note that the model of
Eq. (95) has dark energy present over a large range of redshifts;
the bounds on ⌦e can be substantially weaker if dark energy is
only present over a limited range of redshifts (Pettorino et al.
2013). The presence or absence of dark energy at the epoch of
last scattering is the dominant e↵ect on the CMB anisotropies
and hence the constraints are insensitive to the addition of low
redshift supplementary data such as BAO.

The most precise bounds on EDE arise from the analysis
of CMB anisotropies (Doran et al. 2001; Caldwell et al. 2003;
Calabrese et al. 2011; Reichardt et al. 2012; Sievers et al.
2013; Hou et al. 2012; Pettorino et al. 2013). Using
Planck+WP+highL, we find

⌦e < 0.009 (95%; Planck+WP+highL). (96)

(The limit for Planck+WP is very similar: ⌦e < 0.010.) These
bounds are consistent with and improve the recent ones of
Hou et al. (2012), who give ⌦e < 0.013 at 95% CL, and
Sievers et al. (2013), who find ⌦e < 0.025 at 95% CL.

In summary, the results on dynamical dark energy (except for
those on early dark energy discussed above) are dependent on
exactly what supplementary data are used in conjunction with
the CMB data. (Planck lensing does not significantly improve
the constraints on the models discussed here.) Using the direct
measurement of H0, or the SNLS SNe sample, together with
Planck we see preferences for dynamical dark energy at about
the 2� level reflecting the tensions between these data sets and
Planck in the⇤CDM model. In contrast, the BAO measurements
together with Planck give tight constraints which are consistent
with a cosmological constant. Our inclination is to give greater
weight to the BAO measurements and to conclude that there is
no strong evidence that the dark energy is anything other than a
cosmological constant.

6.6. Dark matter annihilation

Energy injection from dark matter (DM) annihilation can
change the recombination history and a↵ect the shape of
the angular CMB spectra (Chen & Kamionkowski 2004;

Padmanabhan & Finkbeiner 2005; Zhang et al. 2006;
Mapelli et al. 2006). As recently shown in several papers
(see e.g., Galli et al. 2009, 2011; Giesen et al. 2012; Hutsi et al.
2011; Natarajan 2012) CMB anisotropies o↵er an opportunity
to constrain DM annihilation models.

High-energy particles injected in the high-redshift thermal
gas by DM annihilation are typically cooled down to the keV
scale by high energy processes; once the shower has reached
this energy scale, the secondary particles produced can ion-
ize, excite or heat the thermal gas (Shull & van Steenberg 1985;
Valdes et al. 2010); the first two processes modify the evolution
of the free electron fraction xe, while the third a↵ects the tem-
perature of the baryons.

The rate of energy release, dE/dt, per unit volume by a relic
annihilating DM particle is given by

dE
dt

(z) = 2 g ⇢2
cc2⌦2

c(1 + z)6 pann(z), (97)

where pann is, in principle, a function of redshift z, defined as

pann(z) ⌘ f (z)
h�vi
m�
, (98)

where h�vi is the thermally averaged annihilation cross-section,
m� is the mass of the DM particle, ⇢c is the critical density of
the Universe today, g is a degeneracy factor equal to 1/2 for
Majorana particles and 1/4 for Dirac particles (in the following,
constraints will refer to Majorana particles), and the parameter
f (z) indicates the fraction of energy which is absorbed overall
by the gas at redshift z. We note that the presence of the brackets
in h�vi denote a thermal average over the velocity distribution
of particles.

In Eq. (98), the factor f (z) depends on the details of the
annihilation process, such as the mass of the DM particle and
the annihilation channel (see e.g., Slatyer et al. 2009). The func-
tional shape of f (z) can be taken into account using gen-
eralized parameterizations (Finkbeiner et al. 2012; Hutsi et al.
2011). However, as shown in Galli et al. (2011), Giesen et al.
(2012), and Finkbeiner et al. (2012) it is possible to neglect the
redshift dependence of f (z) to first approximation, since current
data shows very little sensitivity to variations of this function.
The e↵ects of DM annihilation can therefore be well parameter-
ized by a single constant parameter, pann, that encodes the de-
pendence on the properties of the DM particles.

We compute here the theoretical angular power in the pres-
ence of DM annihilations, by modifying the RECFAST routine
in the camb code as in Galli et al. (2011) and by making use
of the package CosmoMC for Monte Carlo parameter estimation.
We checked that we obtain the same results by using the CLASS
Boltzmann code (Lesgourgues 2011a) and the Monte Python
package (Audren et al. 2012), with DM annihilation e↵ects cal-
culated either by RECFAST or HyRec (Ali-Haimoud & Hirata
2011), as detailed in Giesen et al. (2012). Besides pann, we sam-
ple the parameters of the base ⇤CDM model and the fore-
ground/nuisance parameters described in Sect. 4.

From Planck+WP we find

pann < 5.4 ⇥ 10�6 m3 s�1 kg�1 (95; Planck+WP). (99)

This constraint is weaker than that found from the full
WMAP9 temperature and polarization likelihood, pann < 1.2 ⇥
10�6 m3s�1kg�1 because the Planck likelihood does not yet in-
clude polarization information at intermediate and high multi-
poles. In fact, the damping e↵ect of DM annihilation on the
CMB temperature power spectrum is highly degenerate with
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Fig. 34. Marginalized posterior distributions for the dark en-
ergy equation of state parameter w (assumed constant), for
Planck+WP alone (green) and in combination with SNe data
(SNSL in blue and the Union2.1 compilation in red) or BAO
data (black). A flat prior on w from �3 to �0.3 was as-
sumed and, importantly for the CMB-only constraints, the prior
[20, 100] km s�1 Mpc�1 on H0. The dashed grey line indicates
the cosmological constant solution, w = �1.

which is in tension with w = �1 at more than the 2� level.
The results in Eqs. (91–93) reflect the tensions between the

supplementary data sets and the Planck base ⇤CDM cosmology
discussed in Sect. 5. The BAO data are in excellent agreement
with the Planck base ⇤CDM model, so there is no significant
preference for w , �1 when combining BAO with Planck. In
contrast, the addition of the H0 measurement, or SNLS SNe data,
to the CMB data favours models with exotic physics in the dark
energy sector. These trends form a consistent theme throughout
this section. The SNLS data favours a lower ⌦ in the ⇤CDM
model than Planck, and hence larger dark energy density today.
The tension can be relieved by making the dark energy fall away
faster in the past than for a cosmological constant, i.e., w < �1.

The constant w models are of limited physical interest. If
w , �1 then it is likely to change with time. To investigate
this we consider the simple linear relation in Eq. (4), w(a) =
w0 + wa(1 � a), which has often been used in the literature
(Chevallier & Polarski 2001; Linder 2003). This parameteriza-
tion approximately captures the low-redshift behaviour of light,
slowly-rolling minimally-coupled scalar fields (as long as they
do not contribute significantly to the total energy density at early
times) and avoids the complexity of scanning a large number of
possible potential shapes and initial conditions. The dynamical
evolution of w(a) can lead to distinctive imprints in the CMB
(Caldwell et al. 1998) which would show up in the Planck data.

Figure 35 shows contours of the joint posterior distribution in
the w0–wa plane using Planck+WP+BAO data (colour-coded ac-
cording to the value of H0). The points are coloured by the value
of H0, which shows a clear variation with w0 and wa reveal-
ing the three-dimensional nature of the geometric degeneracy in
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Fig. 35. 2D marginalized posterior distribution for w0 and wa
for Planck+WP+BAO data. The contours are 68% and 95%,
and the samples are colour-coded according to the value of H0.
Independent flat priors of �3 < w0 < �0.3 and �2 < wa < 2
are assumed. Dashed grey lines show the cosmological constant
solution w0 = �1 and wa = 0.

such models. The cosmological constant point (w0,wa) = (�1, 0)
lies within the 68% contour and the marginalized posteriors for
w0 and wa are

w0 = �1.04+0.72
�0.69 (95%; Planck+WP+BAO), (94a)

wa < 1.32 (95%; Planck+WP+BAO). (94b)

Including the H0 measurement in place of the BAO data moves
(w0,wa) away from the cosmological constant solution towards
negative wa at just under the 2� level.

Figure 36 shows likelihood contours for (w0,wa), now
adding SNe data to Planck. As discussed in detail in Sect. 5,
there is a dependence of the base ⇤CDM parameters on the
choice of SNe data set, and this is reflected in Fig. 36. The re-
sults from the Planck+WP+Union2.1 data combination are in
better agreement with a cosmological constant than those from
the Planck+WP+SNLS combination. For the latter data combi-
nation, the cosmological constant solution lies on the 2� bound-
ary of the (w0,wa) distribution.

Dynamical dark energy models might also give a non-
negligible contribution to the energy density of the Universe
at early times. Such early dark energy (EDE; Wetterich 2004)
models may be very close to ⇤CDM recently, but have a non-
zero dark energy density fraction, ⌦e, at early times. Such mod-
els complement the (w0,wa) analysis by investigating how much
dark energy can be present at high redshifts. EDE has two main
e↵ects: it reduces structure growth in the period after last scat-
tering; and it changes the position and height of the peaks in the
CMB spectrum.

The model we adopt here is that of Doran & Robbers (2006):

⌦de(a) =
⌦0

de �⌦e(1 � a�3w0 )
⌦0

de +⌦
0
ma3w0

+⌦e(1 � a�3w0 ) . (95)

It requires two additional parameters to those of the base⇤CDM
model: ⌦e, the dark energy density relative to the critical den-
sity at early times (assumed constant in this treatment); and the
present-day dark energy equation of state parameter w0. Here⌦0

m
is the present matter density and⌦0

de = 1�⌦0
m is the present dark
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w = -1.13 ± 0.12 (68%, Planck+WP+BAO)	

	

SNLS (blue) favours phantom dark energy, 
w<-1	


1: w=const 2: w=w0 +wa(1-a) 

3: Early dark energy 



Low-ell ‘anomaly’: 2-3σ low	


Planck collaboration: CMB power spectra & likelihood

Table 9. Results of the Hausman test applied to the temperature
power spectrum for 2  `  32.

Data set sobs1 P(s1 < sobs1 )
[%]

Commander . . . . . -0.647 0.73
NILC . . . . . . . . . -0.649 0.73
SEVEM . . . . . . . . -0.804 0.50
SMICA . . . . . . . . -0.589 1.33
WMAP9 ILC . . . . -0.234 7.18

sidered in detail in the next section. We also note that there is an
apparent power deficit around ` ⇠ 1800, which, as discussed in
§ ... is not statistically significant at more than... Needs complet-
ing, in particular in view of the inflation paper...

Table 8 shows the estimated parameters. The second column
gives the ‘best-fit’ parameter values that maximize the likeli-
hood. The third column gives the mean value, and the remaining
columns give the 1� and 2� ranges. For parameters that are well
constrained, e.g., ⌦bh2, the numbers in columns 2 and 3 are in
close agreement. However, the numbers can di↵er substantially
on some foreground parameters.

FRB: But we need to discuss a bit th e finding, stress nS,
and defer to the parameter paper for further discussion. PN: Can
HKE do this in his pass?

9.3. Significance of the low ` tension with ⇤CDM models

Figure 37 made immediately visible that the low end of Planck
measured spectrum (` . 30) is in apparent tension with the
Planck best fit cosmological model. The purpose of this section
is to show that the e↵ect is genuine, and to quantify its signific-
ance.

We construct a modified Hausman test (?), similar to the
one employed in Planck Collaboration 02 (2013). Specifically,
we only consider the Hausman s1 statistics here, which is built
by summing on ` the residuals between the observed spectrum
and the ⇤CDM model and taking the maximum deviation9. We
use the FFP6 simulations to derive the empirical distribution of
s1 under the null hypothesis. Results for s1 at `max = 32 are
shown in Fig. 38 and summarized in Table 9. The Planck maps
reject the null hypothesis (absence of o↵set) at around 99% sig-
nificance. For WMAP-9, the rejection is significantly weaker, if
present at all. Let us note that in terms of map based �2 statistics,
which is not really suited to quantify o↵sets, the Planck best fit
model provides a good fit to our low resolution CMB component
maps. In fact, taking �2 = mtM�1m where m is the TT block of
the matrix in Eq. 21, we find (using again the FFP6 simulations)
that the empirical probabilities P(�2 < �2

obs

) are between 14%
and 16% for all Planck CMB maps, and ⇠ 23% for the WMAP-9
ILC.

9 More rigorously, if Ĉ` is the estimated spectrum and C` the model,
we define

H` =
⇣

Ĉ` �C`
⌘

/
q

Var
n

Ĉ`
o

and

B(`max, r) =
1p
`max

[`maxr]
X

`=2

H`, r 2 [0, 1]

where [·] denotes the integer part. Then s1 = supr B(`max, r). See
Planck Collaboration 02 (2013) for further details.
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Figure 38. Results of the Hausman test applied to the temperat-
ure power spectrum for 2  `  32. The black histogram shows
the empirical distribution (estimated via FFP6 simulations) of
the s1 test statistic described in the text. The vertical bars rep-
resent Planck CMB maps and the 9-year WMAP ILC map. Note
that the NILCmap is indistinguishable from the Commandermap
for this statistic.
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Figure 39. Power spectrum amplitude, A, relative to the best-fit
Planck model as a function of `max, as measured by the low-`
Planck and WMAP temperature likelihoods, respectively. Error
bars indicate 68 and 95% confidence regions.

To gain further insight into the anomaly, we define the quant-
ity C`(A, n) = A (`/`0)n Cfid

` , where Cfid
` is the best-fit Planck

⇤CDM model and `0 = 30 ([HKE please CHECK]. We run the
Commander low-` likelihood to estimate the best amplitude A,
while marginalizing over n, for several maximum multipoles in
the range 20  `max < 50. The minimum multipole is kept fixed
at ` = 2. Results are shown in Fig. 39 and reinforce the evidence
that the Planck lowest multipoles are anomalous, at the ⇠ 2.5�
level for `max ⇠ 30. Raising `max slowly brings the results back
to normality. The e↵ect is also displayed by the WMAP-9 data,
but its significance is below 2�. We have verified that the well-
known low value of the observed quadrupole does not drive this
result, i.e. our conclusions remain the same if we exclude C2.

As a further test, we have set up a modified version of the
Planck likelihood code that allows a shift by a factor Alow of the
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Summary	


•  Planck has measured 7 acoustic peaks of the CMB power spectrum, and 
the lensing power spectrum	


	


•  Places strong (percent-level) constraints on ΛCDM model; in excellent 
agreement with data.	


•  Detection of n<1 at ~ 5 sigma; robust to extensions	


•  Some tension with direct H0 and SN measurements, and with SZ cluster 
counts, within ΛCDM. Excellent consistency with BAO data.	


•  No model extensions are favoured, with significantly improved limits.	


 	


• The largest-scale power is low; anomalous at almost 3 sigma level	



