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FIG. 1. (Color online) Instantaneous excitation energy in the
LMG model for an optimized (green dashed line, total time T ∼
TQSL), a non optimized (red dot-dashed line, T ∼ TQSL) and a linear
adiabatic process (orange continuous line, T " TQSL). Continuous
(blue) lines represents the lowest energy levels as a function of the
driving field ! = −t/T .

shows that the outcome of the dynamical process optimization
for the many-body systems analyzed is independent from the
specific model and analogous to that of a two-level system, as
sketched through the good rescaling of the data in Fig. 2. We
interpret this result as the natural manifestation of the intrinsic
metric of the Hilbert space for pure states [23,37], as discussed
in Sec. III A. Furthermore, studying the QSL as a function of
the system size, we show that the speedup obtained by the
adiabatic GSA [33,38] can be reproduced and extended to
other models with optimized, nonadiabatic evolutions. Finally,
we introduce the action s = T " as a parameter to characterize
the evolution of a quantum system and we find that the QSL
identifies a new dynamical regime, as discussed in Sec. III B
and summarized in Fig. 5.

II. MODELS AND OPTIMIZATION

We study two paradigmatic critical systems, the adiabatic
GSA [33] and the LMG model [39] and we compare them with
the Landau-Zener (LZ) model to better understand the physics
of the process.
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FIG. 2. (Color online) Infidelity I as a function of the adimen-
sional scaling variable T/T ∗ for the LMG model (red squares), the
Grover model (blue circles), and the LZ model (green triangles). Data
correspond to half of the maximum size analyzed (N = 64).

The GSA Hamiltonian is given by

H GSA = [1 − !(t)](I − |ψi〉〈|ψi |)
+!(t)(I − |ψG〉〈|ψG|), (1)

where the initial state is an equal superposition of all N

basis states |i〉, i.e., |ψi〉 = (
∑N

i |i〉)/
√

N and the final target
is the specific marked state we want to extract from the
database (in our simulations |ψG〉 = |10, . . . , 0〉 without loss
of generality). The system undergoes a first-order QPT at a
critical value of the transverse field !c = 0.5 (from now on we
set h̄ = 1). The gap between the ground state and first excited
state closes polynomially with the size at the critical point:
"GSA ∼ N−1/2.

The LMG Hamiltonian instead is written as

H LMG = −
N∑

i<j

Jijσ
x
i σ x

j − !(t)
N∑

i

σ z
i , (2)

where N is the number of spins, σα
i ’s (α = x, y, z) are the

Pauli matrices on the ith site, and Jij = 1/N (infinite range
interaction). The system undergoes a second-order QPT from
a quantum paramagnet to a quantum ferromagnet at a critical
value of the transverse field |!c| = 1. The gap between the
ground state and first excited state closes polynomially with
the size at the critical point: "LMG ∼ N−1/3. We chose as the
initial state the ground state (GS) at !i " 1, i.e., the state
in which all the spins are polarized along the positive z axis
(paramagnetic phase). As the target state we chose the GS at
! = 0.

Finally the LZ Hamiltonian that we use as a reference model
is

H LZ = !(t)σz + ωσx, (3)

where the off-diagonal terms give the amplitude of the
minimum gap "LZ = 2ω at the anticrossing point ! = 0, here
assumed to be at t = 0 [29,40]. In this case the initial state
is the GS for !(−T/2) = −!0 and the target is the GS for
!(T/2) = !0, that is—in this effective model—to transform
the initial GS into the initial excited state in the optimal and
fastest way. The systems analyzed are summarized in the left
side of Table I.

For all the models considered our goal is to find the optimal
driving control field !(t) to transform the initial state in the
goal state in a given total time T . At the limit when the
gap closes (the thermodynamical limit for GSA and LMG)
adiabatic dynamics is forbidden in finite time due to the
adiabatic condition T " "−1 [36]: however, for finite-size
systems, an adiabatic strategy might be successful. Here we
relax the adiabaticity condition, exploring a different regime of
fast nonadiabatic transformations. Given the total evolution
time T , we use optimal control through the Krotov’s algorithm
to find the optimal control field !(t) to minimize the infidelity
I (T ) = 1 − |〈ψG|ψ(T )〉|2 at the end of the evolution, i.e.,
the discrepancy between the final and the goal state [6].
The determination of !opt(t) can be recast in a minimization
problem subject to constraints determined by looking for
the stationary points of a functional L[ψ, ψ̇,χ ,!] in which
the auxiliary states |χ (T )〉 = |ψG〉〈ψG|ψ(T )〉 play the role
of a continuous set of Lagrange multipliers to impose the
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shows that the outcome of the dynamical process optimization
for the many-body systems analyzed is independent from the
specific model and analogous to that of a two-level system, as
sketched through the good rescaling of the data in Fig. 2. We
interpret this result as the natural manifestation of the intrinsic
metric of the Hilbert space for pure states [23,37], as discussed
in Sec. III A. Furthermore, studying the QSL as a function of
the system size, we show that the speedup obtained by the
adiabatic GSA [33,38] can be reproduced and extended to
other models with optimized, nonadiabatic evolutions. Finally,
we introduce the action s = T " as a parameter to characterize
the evolution of a quantum system and we find that the QSL
identifies a new dynamical regime, as discussed in Sec. III B
and summarized in Fig. 5.

II. MODELS AND OPTIMIZATION

We study two paradigmatic critical systems, the adiabatic
GSA [33] and the LMG model [39] and we compare them with
the Landau-Zener (LZ) model to better understand the physics
of the process.
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The GSA Hamiltonian is given by

H GSA = [1 − !(t)](I − |ψi〉〈|ψi |)
+!(t)(I − |ψG〉〈|ψG|), (1)

where the initial state is an equal superposition of all N

basis states |i〉, i.e., |ψi〉 = (
∑N

i |i〉)/
√

N and the final target
is the specific marked state we want to extract from the
database (in our simulations |ψG〉 = |10, . . . , 0〉 without loss
of generality). The system undergoes a first-order QPT at a
critical value of the transverse field !c = 0.5 (from now on we
set h̄ = 1). The gap between the ground state and first excited
state closes polynomially with the size at the critical point:
"GSA ∼ N−1/2.

The LMG Hamiltonian instead is written as

H LMG = −
N∑

i<j

Jijσ
x
i σ x

j − !(t)
N∑

i

σ z
i , (2)

where N is the number of spins, σα
i ’s (α = x, y, z) are the

Pauli matrices on the ith site, and Jij = 1/N (infinite range
interaction). The system undergoes a second-order QPT from
a quantum paramagnet to a quantum ferromagnet at a critical
value of the transverse field |!c| = 1. The gap between the
ground state and first excited state closes polynomially with
the size at the critical point: "LMG ∼ N−1/3. We chose as the
initial state the ground state (GS) at !i " 1, i.e., the state
in which all the spins are polarized along the positive z axis
(paramagnetic phase). As the target state we chose the GS at
! = 0.

Finally the LZ Hamiltonian that we use as a reference model
is

H LZ = !(t)σz + ωσx, (3)

where the off-diagonal terms give the amplitude of the
minimum gap "LZ = 2ω at the anticrossing point ! = 0, here
assumed to be at t = 0 [29,40]. In this case the initial state
is the GS for !(−T/2) = −!0 and the target is the GS for
!(T/2) = !0, that is—in this effective model—to transform
the initial GS into the initial excited state in the optimal and
fastest way. The systems analyzed are summarized in the left
side of Table I.

For all the models considered our goal is to find the optimal
driving control field !(t) to transform the initial state in the
goal state in a given total time T . At the limit when the
gap closes (the thermodynamical limit for GSA and LMG)
adiabatic dynamics is forbidden in finite time due to the
adiabatic condition T " "−1 [36]: however, for finite-size
systems, an adiabatic strategy might be successful. Here we
relax the adiabaticity condition, exploring a different regime of
fast nonadiabatic transformations. Given the total evolution
time T , we use optimal control through the Krotov’s algorithm
to find the optimal control field !(t) to minimize the infidelity
I (T ) = 1 − |〈ψG|ψ(T )〉|2 at the end of the evolution, i.e.,
the discrepancy between the final and the goal state [6].
The determination of !opt(t) can be recast in a minimization
problem subject to constraints determined by looking for
the stationary points of a functional L[ψ, ψ̇,χ ,!] in which
the auxiliary states |χ (T )〉 = |ψG〉〈ψG|ψ(T )〉 play the role
of a continuous set of Lagrange multipliers to impose the
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Optimal dynamics: a simple open system
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Abstract
We investigate the optimal control of non-Markovian dissipa-
tive quantum systems [2]. Based on the exact description of the
dissipative dynamics by stochastic Liouville von Neumann equa-
tions [1] (avoiding both Markovian and rotating-wave approx-
imations) we generalized Krotov’s iterative algorithm [4]. The
application of this scheme reveals cooperative effects of driving
and dissipation: Dynamical cooling of an open quantum system
via optimal control is achieved.
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open system dynamics: stochastic Liouville- von Neumann equation
To obtain the dynamics oof an open quantum system, we start from the
system plus reservoir model [3]:

H = H0 + HR + HI

where H0 is the Hamiltonian of the system S, HR the Hamiltonian of
the reservoir R and HI the interaction Hamiltonian, respectively. We
get the reduced density matrix ρ of the system S by tracing out the
reservoir degrees of freedom:

ρ
(

qf , q′f ; t
)

=

∫

dxf〈qf ,xf |U(t)W0U
†(t)|q′f ,xf〉

Applying the path integral formalism gives us an expression for ρ con-
taining the Feynman Vernon influence functional which describes self-
interactions nonlocal in time. As shown in [1], replacing this influ-
ence functional through a stochastic one is possible; we get a stochastic
Liouville-von Neumann equation (SLN):

ρ̇z = −
i

h̄
[H0, ρz] +

i

h̄
ξ(t)[q, ρz] +

i

2
ν(t){q, ρz} (1)

at the price of introducing to complex valued noise variables ξ(t) and
ν(t). The replacement is exact, if these noise variables contain the full

information of the system-reservoir interaction, i.e. if they satisfy the
following correlation functions:

[

ξ(t)ξ(t′)
]

= Re(L(t − t′)) quantum noise of the reservoir

[

ξ(t)ν(t′)
]

= 2
i

h̄
Θ(t − t′) · Im(L(t − t′))

= −iχR(t − t′) dynamical response of the enviroment

[

ν(t)ν(t′)
]

= 0 and [ξ(t)] = [ν(t)] = 0

where L(t) is the quantum mechanical correlation function of the reser-
voir fluctuation. χR(t) is the response function of the reservoir.

Equation (1) holds for each pair of noise realisations z = (ξ(t), ν(t));
with ξ(t), ν(t) ∈ . We get the physical density matrix ρ through
stochastic averaging:

ρ = [ρz]

cooperative effects of driving and dissipation
Conventional approach [5]: dissipator D for second order perturbation
theory:

Dρ =

∫ t

−∞
ds

[

HI,
[

U†(t − s)HIU(t − s), ρ
]]

U depends on driving: severe complications!
HC(t): rotating frame becomes ’wobbly frame’.

SLN approach: construction is ’agnostic’ with respect to H0 and Hc.
The control Hamiltonian only changes the Hamiltonian of the system:

HS = H0 + Hc

but not the dissipative terms: no complications.

Optimal Control algorithm: Generalising Krotov’s method
The objective functional for our control problem reads:

F [u(t), {ρz}] =
[

tr
{

Â ρz(tf )
}]

We search for an extremum of this functional:

δF = 0

under the constraint, that the equation of motion holds:

ρ̇z = Lρz = −
i

h̄
[H0(t) + Hc(t), ρz] +

i

h̄
ξ(t)[q, ρz] +

i

2
ν(t){q, ρz}

where Hc(t) = Hc(ut) is the control Hamiltonian with the control fields
u(t) = (u1(t), ..., uN (t)).

Using Krotov’s approach [4] for the variational calculus, gives us an
equation of motion for the costate Λz [2]:

Λ̇z = −L†Λz with: Λz(tf ) = −Â

and an iterative algorithm, where the the control fields are updated as
following:

u
(new)
i (t) = u

(old)
i (t) +

1

λi(t)

[

2

h̄
Im

[

tr

{

∂Hc

∂ui

[

ρz, Λ
†
z

]

}]]

Where λi(t) is a tuning parameter. The equations for ρz(t), Λz(t) (for

each z respectively) and u(t) have to be solved consistently by an explicit
stochastic sampling.

Application: Cooling via optimal control
Can optimal control mitigate the effect of dissipation? To investigate only the interplay between control and dissipation, we had a closer look on the set-up shown in figure 1. Objective is a maximal overlap with the oscillator
ground state. Initially, we prepare both system and enviroment as thermal states with equal inverse temperature β = 1. As shown in figure 2, the open quantum system driven by the SLN-control loses entropy (solid lines for
different damping rates γ0 ). This result is not reproduced within the rotating wave approximation (RWA, dashed). Figure 3 shows the windowed Fourier transform of the control signal belonging to the strongest coupling
γ0 = 0.1 between system and bath we investigate.

R

J(ω) = mγ0ω
(

1+ω2

ω2
c

)2

S

H0 = p2

2m + mω2

2 q2
Hc = u2(t)

2 q2

Fig. 1 Set-up: Harmonic oscillator coupled to a ohmic reservoir with
algebraic cutoff driven by a parametric control
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agation underlying the calculated control fields for different damping
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open system dynamics: stochastic Liouville- von Neumann equation
To obtain the dynamics oof an open quantum system, we start from the
system plus reservoir model [3]:

H = H0 + HR + HI

where H0 is the Hamiltonian of the system S, HR the Hamiltonian of
the reservoir R and HI the interaction Hamiltonian, respectively. We
get the reduced density matrix ρ of the system S by tracing out the
reservoir degrees of freedom:

ρ
(

qf , q′f ; t
)

=

∫

dxf〈qf ,xf |U(t)W0U
†(t)|q′f ,xf〉

Applying the path integral formalism gives us an expression for ρ con-
taining the Feynman Vernon influence functional which describes self-
interactions nonlocal in time. As shown in [1], replacing this influ-
ence functional through a stochastic one is possible; we get a stochastic
Liouville-von Neumann equation (SLN):

ρ̇z = −
i

h̄
[H0, ρz] +

i

h̄
ξ(t)[q, ρz] +

i

2
ν(t){q, ρz} (1)

at the price of introducing to complex valued noise variables ξ(t) and
ν(t). The replacement is exact, if these noise variables contain the full

information of the system-reservoir interaction, i.e. if they satisfy the
following correlation functions:

[

ξ(t)ξ(t′)
]

= Re(L(t − t′)) quantum noise of the reservoir

[

ξ(t)ν(t′)
]

= 2
i

h̄
Θ(t − t′) · Im(L(t − t′))

= −iχR(t − t′) dynamical response of the enviroment

[

ν(t)ν(t′)
]

= 0 and [ξ(t)] = [ν(t)] = 0

where L(t) is the quantum mechanical correlation function of the reser-
voir fluctuation. χR(t) is the response function of the reservoir.

Equation (1) holds for each pair of noise realisations z = (ξ(t), ν(t));
with ξ(t), ν(t) ∈ . We get the physical density matrix ρ through
stochastic averaging:

ρ = [ρz]

cooperative effects of driving and dissipation
Conventional approach [5]: dissipator D for second order perturbation
theory:

Dρ =

∫ t
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ds

[

HI,
[

U†(t − s)HIU(t − s), ρ
]]

U depends on driving: severe complications!
HC(t): rotating frame becomes ’wobbly frame’.

SLN approach: construction is ’agnostic’ with respect to H0 and Hc.
The control Hamiltonian only changes the Hamiltonian of the system:

HS = H0 + Hc

but not the dissipative terms: no complications.

Optimal Control algorithm: Generalising Krotov’s method
The objective functional for our control problem reads:

F [u(t), {ρz}] =
[

tr
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Â ρz(tf )
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We search for an extremum of this functional:

δF = 0

under the constraint, that the equation of motion holds:

ρ̇z = Lρz = −
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where Hc(t) = Hc(ut) is the control Hamiltonian with the control fields
u(t) = (u1(t), ..., uN (t)).

Using Krotov’s approach [4] for the variational calculus, gives us an
equation of motion for the costate Λz [2]:
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and an iterative algorithm, where the the control fields are updated as
following:
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Where λi(t) is a tuning parameter. The equations for ρz(t), Λz(t) (for

each z respectively) and u(t) have to be solved consistently by an explicit
stochastic sampling.

Application: Cooling via optimal control
Can optimal control mitigate the effect of dissipation? To investigate only the interplay between control and dissipation, we had a closer look on the set-up shown in figure 1. Objective is a maximal overlap with the oscillator
ground state. Initially, we prepare both system and enviroment as thermal states with equal inverse temperature β = 1. As shown in figure 2, the open quantum system driven by the SLN-control loses entropy (solid lines for
different damping rates γ0 ). This result is not reproduced within the rotating wave approximation (RWA, dashed). Figure 3 shows the windowed Fourier transform of the control signal belonging to the strongest coupling
γ0 = 0.1 between system and bath we investigate.
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Abstract
We investigate the optimal control of non-Markovian dissipa-
tive quantum systems [2]. Based on the exact description of the
dissipative dynamics by stochastic Liouville von Neumann equa-
tions [1] (avoiding both Markovian and rotating-wave approx-
imations) we generalized Krotov’s iterative algorithm [4]. The
application of this scheme reveals cooperative effects of driving
and dissipation: Dynamical cooling of an open quantum system
via optimal control is achieved.
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open system dynamics: stochastic Liouville- von Neumann equation
To obtain the dynamics oof an open quantum system, we start from the
system plus reservoir model [3]:

H = H0 + HR + HI

where H0 is the Hamiltonian of the system S, HR the Hamiltonian of
the reservoir R and HI the interaction Hamiltonian, respectively. We
get the reduced density matrix ρ of the system S by tracing out the
reservoir degrees of freedom:

ρ
(

qf , q′f ; t
)

=

∫

dxf〈qf ,xf |U(t)W0U
†(t)|q′f ,xf〉

Applying the path integral formalism gives us an expression for ρ con-
taining the Feynman Vernon influence functional which describes self-
interactions nonlocal in time. As shown in [1], replacing this influ-
ence functional through a stochastic one is possible; we get a stochastic
Liouville-von Neumann equation (SLN):

ρ̇z = −
i

h̄
[H0, ρz] +

i

h̄
ξ(t)[q, ρz] +

i

2
ν(t){q, ρz} (1)

at the price of introducing to complex valued noise variables ξ(t) and
ν(t). The replacement is exact, if these noise variables contain the full

information of the system-reservoir interaction, i.e. if they satisfy the
following correlation functions:

[

ξ(t)ξ(t′)
]

= Re(L(t − t′)) quantum noise of the reservoir

[

ξ(t)ν(t′)
]

= 2
i

h̄
Θ(t − t′) · Im(L(t − t′))

= −iχR(t − t′) dynamical response of the enviroment

[

ν(t)ν(t′)
]

= 0 and [ξ(t)] = [ν(t)] = 0

where L(t) is the quantum mechanical correlation function of the reser-
voir fluctuation. χR(t) is the response function of the reservoir.

Equation (1) holds for each pair of noise realisations z = (ξ(t), ν(t));
with ξ(t), ν(t) ∈ . We get the physical density matrix ρ through
stochastic averaging:

ρ = [ρz]

cooperative effects of driving and dissipation
Conventional approach [5]: dissipator D for second order perturbation
theory:

Dρ =

∫ t

−∞
ds

[

HI,
[

U†(t − s)HIU(t − s), ρ
]]

U depends on driving: severe complications!
HC(t): rotating frame becomes ’wobbly frame’.

SLN approach: construction is ’agnostic’ with respect to H0 and Hc.
The control Hamiltonian only changes the Hamiltonian of the system:

HS = H0 + Hc

but not the dissipative terms: no complications.

Optimal Control algorithm: Generalising Krotov’s method
The objective functional for our control problem reads:

F [u(t), {ρz}] =
[

tr
{

Â ρz(tf )
}]

We search for an extremum of this functional:

δF = 0

under the constraint, that the equation of motion holds:

ρ̇z = Lρz = −
i

h̄
[H0(t) + Hc(t), ρz] +

i

h̄
ξ(t)[q, ρz] +

i

2
ν(t){q, ρz}

where Hc(t) = Hc(ut) is the control Hamiltonian with the control fields
u(t) = (u1(t), ..., uN (t)).

Using Krotov’s approach [4] for the variational calculus, gives us an
equation of motion for the costate Λz [2]:

Λ̇z = −L†Λz with: Λz(tf ) = −Â

and an iterative algorithm, where the the control fields are updated as
following:

u
(new)
i (t) = u

(old)
i (t) +

1

λi(t)

[

2

h̄
Im

[

tr

{

∂Hc

∂ui

[

ρz, Λ
†
z

]

}]]

Where λi(t) is a tuning parameter. The equations for ρz(t), Λz(t) (for

each z respectively) and u(t) have to be solved consistently by an explicit
stochastic sampling.

Application: Cooling via optimal control
Can optimal control mitigate the effect of dissipation? To investigate only the interplay between control and dissipation, we had a closer look on the set-up shown in figure 1. Objective is a maximal overlap with the oscillator
ground state. Initially, we prepare both system and enviroment as thermal states with equal inverse temperature β = 1. As shown in figure 2, the open quantum system driven by the SLN-control loses entropy (solid lines for
different damping rates γ0 ). This result is not reproduced within the rotating wave approximation (RWA, dashed). Figure 3 shows the windowed Fourier transform of the control signal belonging to the strongest coupling
γ0 = 0.1 between system and bath we investigate.

R

J(ω) = mγ0ω
(

1+ω2

ω2
c

)2

S

H0 = p2

2m + mω2

2 q2
Hc = u2(t)

2 q2

Fig. 1 Set-up: Harmonic oscillator coupled to a ohmic reservoir with
algebraic cutoff driven by a parametric control

0 5 10 15 200.4

0.6

0.8

1

1.2

1.4

t

S(
t)

 

 

γ0 = 0.1, RWA

γ0 = 0.05, RWA

γ0 = 0.01, RWA

γ0 = 0.01

γ0 = 0.05

γ0 = 0.1

Fig. 2 Von Neumann entropy S(t) of our system S during the prop-
agation underlying the calculated control fields for different damping
constants γ0.

Fig. 3 Windowed Fourier transform of the control u2(t) for γ0 = 0.1

Thanks/References
[1] J. T. Stockburger and H. Grabert. Phys. Rev. Lett., 88 170407, 2002.

[2] R. Schmidt, A. Negretti, J. Ankerhold, T. Calarco and J. T. Stockburger. Phys. Rev. Lett., 107 130404,
2011.

[3] see e.g. U. Weiss, Quantum dissipative Systems, World Scientific, 2008

[4] V. F. Krotov. Global Methods in Optimal Control Theory. Marcel Dekker, INC, 1996. S.E. Sklarz and

D. J. Tannor. Phys. Rev. A66 053619, 2002

[5] see e.g. H.-P. Breuer und F. Petruccione, The Theory of Open Quantum Systems, Oxford University
Press, 2002

Many thanks to S. Montangero and M. Murphy.
Financal support: DFG SFB 569, Graduiertenförderung Land Baden-Württemberg
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Abstract
We investigate the optimal control of non-Markovian dissipa-
tive quantum systems [2]. Based on the exact description of the
dissipative dynamics by stochastic Liouville von Neumann equa-
tions [1] (avoiding both Markovian and rotating-wave approx-
imations) we generalized Krotov’s iterative algorithm [4]. The
application of this scheme reveals cooperative effects of driving
and dissipation: Dynamical cooling of an open quantum system
via optimal control is achieved.
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open system dynamics: stochastic Liouville- von Neumann equation
To obtain the dynamics oof an open quantum system, we start from the
system plus reservoir model [3]:

H = H0 + HR + HI

where H0 is the Hamiltonian of the system S, HR the Hamiltonian of
the reservoir R and HI the interaction Hamiltonian, respectively. We
get the reduced density matrix ρ of the system S by tracing out the
reservoir degrees of freedom:

ρ
(

qf , q′f ; t
)

=

∫

dxf〈qf ,xf |U(t)W0U
†(t)|q′f ,xf〉

Applying the path integral formalism gives us an expression for ρ con-
taining the Feynman Vernon influence functional which describes self-
interactions nonlocal in time. As shown in [1], replacing this influ-
ence functional through a stochastic one is possible; we get a stochastic
Liouville-von Neumann equation (SLN):

ρ̇z = −
i

h̄
[H0, ρz] +

i

h̄
ξ(t)[q, ρz] +

i

2
ν(t){q, ρz} (1)

at the price of introducing to complex valued noise variables ξ(t) and
ν(t). The replacement is exact, if these noise variables contain the full

information of the system-reservoir interaction, i.e. if they satisfy the
following correlation functions:

[

ξ(t)ξ(t′)
]

= Re(L(t − t′)) quantum noise of the reservoir

[

ξ(t)ν(t′)
]

= 2
i

h̄
Θ(t − t′) · Im(L(t − t′))

= −iχR(t − t′) dynamical response of the enviroment

[

ν(t)ν(t′)
]

= 0 and [ξ(t)] = [ν(t)] = 0

where L(t) is the quantum mechanical correlation function of the reser-
voir fluctuation. χR(t) is the response function of the reservoir.

Equation (1) holds for each pair of noise realisations z = (ξ(t), ν(t));
with ξ(t), ν(t) ∈ . We get the physical density matrix ρ through
stochastic averaging:

ρ = [ρz]

cooperative effects of driving and dissipation
Conventional approach [5]: dissipator D for second order perturbation
theory:

Dρ =

∫ t

−∞
ds

[

HI,
[

U†(t − s)HIU(t − s), ρ
]]

U depends on driving: severe complications!
HC(t): rotating frame becomes ’wobbly frame’.

SLN approach: construction is ’agnostic’ with respect to H0 and Hc.
The control Hamiltonian only changes the Hamiltonian of the system:

HS = H0 + Hc

but not the dissipative terms: no complications.

Optimal Control algorithm: Generalising Krotov’s method
The objective functional for our control problem reads:

F [u(t), {ρz}] =
[

tr
{

Â ρz(tf )
}]

We search for an extremum of this functional:

δF = 0

under the constraint, that the equation of motion holds:

ρ̇z = Lρz = −
i

h̄
[H0(t) + Hc(t), ρz] +

i

h̄
ξ(t)[q, ρz] +

i

2
ν(t){q, ρz}

where Hc(t) = Hc(ut) is the control Hamiltonian with the control fields
u(t) = (u1(t), ..., uN (t)).

Using Krotov’s approach [4] for the variational calculus, gives us an
equation of motion for the costate Λz [2]:

Λ̇z = −L†Λz with: Λz(tf ) = −Â

and an iterative algorithm, where the the control fields are updated as
following:

u
(new)
i (t) = u

(old)
i (t) +

1

λi(t)

[

2

h̄
Im

[

tr

{

∂Hc

∂ui

[

ρz, Λ
†
z

]

}]]

Where λi(t) is a tuning parameter. The equations for ρz(t), Λz(t) (for

each z respectively) and u(t) have to be solved consistently by an explicit
stochastic sampling.

Application: Cooling via optimal control
Can optimal control mitigate the effect of dissipation? To investigate only the interplay between control and dissipation, we had a closer look on the set-up shown in figure 1. Objective is a maximal overlap with the oscillator
ground state. Initially, we prepare both system and enviroment as thermal states with equal inverse temperature β = 1. As shown in figure 2, the open quantum system driven by the SLN-control loses entropy (solid lines for
different damping rates γ0 ). This result is not reproduced within the rotating wave approximation (RWA, dashed). Figure 3 shows the windowed Fourier transform of the control signal belonging to the strongest coupling
γ0 = 0.1 between system and bath we investigate.
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dissipative dynamics by stochastic Liouville von Neumann equa-
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open system dynamics: stochastic Liouville- von Neumann equation
To obtain the dynamics oof an open quantum system, we start from the
system plus reservoir model [3]:

H = H0 + HR + HI

where H0 is the Hamiltonian of the system S, HR the Hamiltonian of
the reservoir R and HI the interaction Hamiltonian, respectively. We
get the reduced density matrix ρ of the system S by tracing out the
reservoir degrees of freedom:

ρ
(

qf , q′f ; t
)

=

∫

dxf〈qf ,xf |U(t)W0U
†(t)|q′f ,xf〉

Applying the path integral formalism gives us an expression for ρ con-
taining the Feynman Vernon influence functional which describes self-
interactions nonlocal in time. As shown in [1], replacing this influ-
ence functional through a stochastic one is possible; we get a stochastic
Liouville-von Neumann equation (SLN):

ρ̇z = −
i

h̄
[H0, ρz] +

i

h̄
ξ(t)[q, ρz] +

i

2
ν(t){q, ρz} (1)

at the price of introducing to complex valued noise variables ξ(t) and
ν(t). The replacement is exact, if these noise variables contain the full

information of the system-reservoir interaction, i.e. if they satisfy the
following correlation functions:

[

ξ(t)ξ(t′)
]

= Re(L(t − t′)) quantum noise of the reservoir

[

ξ(t)ν(t′)
]

= 2
i

h̄
Θ(t − t′) · Im(L(t − t′))

= −iχR(t − t′) dynamical response of the enviroment

[

ν(t)ν(t′)
]

= 0 and [ξ(t)] = [ν(t)] = 0

where L(t) is the quantum mechanical correlation function of the reser-
voir fluctuation. χR(t) is the response function of the reservoir.

Equation (1) holds for each pair of noise realisations z = (ξ(t), ν(t));
with ξ(t), ν(t) ∈ . We get the physical density matrix ρ through
stochastic averaging:

ρ = [ρz]

cooperative effects of driving and dissipation
Conventional approach [5]: dissipator D for second order perturbation
theory:

Dρ =

∫ t

−∞
ds

[

HI,
[

U†(t − s)HIU(t − s), ρ
]]

U depends on driving: severe complications!
HC(t): rotating frame becomes ’wobbly frame’.

SLN approach: construction is ’agnostic’ with respect to H0 and Hc.
The control Hamiltonian only changes the Hamiltonian of the system:

HS = H0 + Hc

but not the dissipative terms: no complications.

Optimal Control algorithm: Generalising Krotov’s method
The objective functional for our control problem reads:

F [u(t), {ρz}] =
[

tr
{

Â ρz(tf )
}]

We search for an extremum of this functional:

δF = 0

under the constraint, that the equation of motion holds:

ρ̇z = Lρz = −
i

h̄
[H0(t) + Hc(t), ρz] +

i

h̄
ξ(t)[q, ρz] +

i

2
ν(t){q, ρz}

where Hc(t) = Hc(ut) is the control Hamiltonian with the control fields
u(t) = (u1(t), ..., uN (t)).

Using Krotov’s approach [4] for the variational calculus, gives us an
equation of motion for the costate Λz [2]:

Λ̇z = −L†Λz with: Λz(tf ) = −Â

and an iterative algorithm, where the the control fields are updated as
following:

u
(new)
i (t) = u

(old)
i (t) +

1

λi(t)

[

2

h̄
Im

[

tr

{

∂Hc

∂ui

[

ρz, Λ
†
z

]

}]]

Where λi(t) is a tuning parameter. The equations for ρz(t), Λz(t) (for

each z respectively) and u(t) have to be solved consistently by an explicit
stochastic sampling.

Application: Cooling via optimal control
Can optimal control mitigate the effect of dissipation? To investigate only the interplay between control and dissipation, we had a closer look on the set-up shown in figure 1. Objective is a maximal overlap with the oscillator
ground state. Initially, we prepare both system and enviroment as thermal states with equal inverse temperature β = 1. As shown in figure 2, the open quantum system driven by the SLN-control loses entropy (solid lines for
different damping rates γ0 ). This result is not reproduced within the rotating wave approximation (RWA, dashed). Figure 3 shows the windowed Fourier transform of the control signal belonging to the strongest coupling
γ0 = 0.1 between system and bath we investigate.
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Figure 3: (color online) An open quantum system initially
equilibrated with its surroundings loses entropy S under an
optimized control field (solid). In contrast, the standard
Markovian/RWA master equation leads to increased entropy
under driving (dashed, see EPAPS material).

with g(x) =
(
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log
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−
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)

log
(
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)

.
We thus obtain the counterintuitive result that a time-
dependent control field can modify dissipative dynamics
to the point where its entropy change turns negative (Fig.
3). We attribute this phenomenon to the cooperative ef-
fect of driving and dissipation, since neither of the two
by itself can cause this. The subsystem energy of the
final state decreases below its original thermal value, in-
dicating a dynamical cooling effect. In contrast, it can be
shown (see EPAPS supplementary material) that com-
monly used RWA methods predict heating above the en-
vironmental temperature for non-zero driving. Consis-
tent corrections of master equations for finite Hc prove
to be a formidable challenge [11]. Moreover, even if Hc

could be used in the construction of the dissipator, the
distinction between co- and counter-rotating terms would
hardly be justified. If the control fields change on the
timescale of the reservoir fluctuations, a ‘wobbly frame’
rather than a rotating frame results.

In contrast to recent proposals for quantum refrigera-
tors [25, 26], which rely on intricate band or level struc-
tures, we have chosen a model with minimal structure.
The cooling effect found here seems to be a feature of
temporal patterns, not of a specifically designed system.
We also note that no internal degree of freedom is needed
for the effect to occur.

Conclusions. The present SLN approach to optimal
control enjoys two natural advantages compared to con-
trol theory based on standard Markovian master equa-
tions: (i) its noise statistics are by construction inde-
pendent of the quantum dynamics, i.e., strong external
driving introduces no need for correction terms, and (ii)
one arrives at the usual state/co-state picture required
by OCT methods in a straightforward way. Numerical
control of a harmonic degree of freedom is demonstrated
with varying parameters and objectives. Most results
show marked differences compared to the RWA approach,

where the influence of driving on dissipation is neglected.
Efficient computations are feasible for environmental cou-
plings from weak damping up to a quality factor as low
as Q ≈ 10. This allows applications to solid state devices
such as superconducting circuits with Josephson junc-
tions and condensed-matter phenomena such as reactive
dynamics of small molecules in a solvent or on a sur-
face. Optimal control of a dissipative quantum system
can extract entropy from a system initially at the same
temperature as its environment. Dynamical cooling in a
simple system without special structural features may be
considered as a likely strategy for mesoscopic quantum
refrigeration.
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Control pulse

Entropy loss

3

principles, without resorting to approximations of the dy-
namics.
In the following, we use natural units (! = kB =

1, units ω0 for energies, angular frequencies, or
rates, 1/

√
mω0 for lengths, and

√
mω0 for momenta).

We choose a minimal-uncertainty wavepacket centered
around q = 1 and p = 0 as both initial and target state.
Values of the temperature and the damping constant are
chosen in the range typical of superconducting solid-state
devices [2]. The propagation time T = 20 is roughly
comparable to the relaxation time in the examples to be
discussed.
We compare the results of iteratively determined con-

trol fields for three types of dynamics inserted for state
and co-state in Eq. (5): (a) SLN dynamics; (b) the stan-
dard Markovian Master equation of the harmonic oscil-
lator [22], with the usual raising and lowering operators
associated with Hs as Lindblad operators; (c) quantum
dynamics without dissipation.
Figures 1 and 2 show time-frequency signatures of

the controls F (t) and ∆(t) obtained through the win-
dowed Fourier transform (also short-time Fourier trans-
form, STFT) using a Gaussian window. Both controls
show marked differences between the SLN and RWA
cases. The tendency for more pronounced and more com-
plex high-frequency features in the SLN case indicates
the importance of exercising control also on timescales
of the environmental fluctuations (of order β), similar to
a known strong-field approach to the suppression of de-
coherence known as ‘bang-bang control’ [23]. A second
tendency seen in the SLN results is the application of
fields spread out over the entire time interval, as com-
pared to the emphasis on a stronger initial perturbation
in the cases of RWA dissipation or no dissipation.
Values of the objective functional achieved with the

SLN fields for different temperatures and damping con-
stants are compared in Table I. Free dynamics (no con-
trol) would result in values roughly equal to 1/2 for all
parameters listed. A test of the control fields obtained
in RWA, inserted in the exact equation of motion, typ-
ically yields values of the objective functional which are
up to 100% larger than for controls computed using SLN
dynamics. The algorithmic property of monotonic con-
vergence is confirmed by our numerical results.

β\γ0 0.005 0.01 0.05

0.5 0.1036 0.1582 0.3351

1.0 0.0477 0.0688 0.1432

5.0 0.0059 0.0109 0.0245

50.0 0.0037 0.0072 0.0133

Table I: Results for the minimization of tr{Mρ(T )} for vari-
ous inverse temperatures β and different damping constants
γ0 in the range typical of mesoscopic quantum circuits or
condensed-phase chemical reactions.

Figure 1: (color online) Windowed Fourier transform of the
optimal control force F (t) obtained using different dynamical
equations: (a) SLN equation (2), SLN, (b) a simple gener-
alization of the standard Master equation to driven systems,
RWA, and (c) unitary propagation. Parameters are γ0 = 0.05,
ωc = 50, β = 1.

Figure 2: (color online) Windowed Fourier transform of the
optimal tuning field ∆ = ω2 − ω2

0 obtained using dynamical
equations as in Fig. 1. Different color scales apply to the three
scenarios.

Dynamical cooling. Optimal control for closed sys-
tems conserves entropy like any unitary time evolution.
Quantum dissipation invariably creates mixed states in
the subsystem of interest, i.e., if the initial state is pure
the entropy of the open system will increase. But can
optimal control of an open system prevent this or even
lower the entropy in other cases? To investigate this ques-
tion, we choose the oscillator ground state as target and
prepare both system and environment as thermal states
with equal inverse temperature β = 1. In this symmet-
ric setting, the field F (t) is not needed, since it changes
the position, but not the shape of the wavepacket. We
therefore consider only the control field ∆(t) in the fol-
lowing. The von Neumann entropy of the mixed state

is given by [24] S(#) = g
(

√

〈q2〉c〈p2〉c − 〈pq + qp〉2c/4
)

Optimal control of non-Markovian dissipative quantum systems
Rebecca Schmidt, Joachim Ankerhold and Jürgen T. Stockburger

Institute of Theoretical Physics, Condensed Matter Theory Group, Ulm University

Abstract
The control of quantum dynamics or the accurate
preparation of a prescribed quantum state by a tailored
time-depend field is a task of key importance in quan-
tum physics and related disciplines. As real quantum
systems are open systems, their dynamics are naturally
exposed to dissipation which leads to decoherence. The
challenge for optimal control of such systems is not only
to control the dynamics but to mitigate or even reverse
the destructive effect of the enviroment.
Due to the important role of the influence of the enviro-
ment on the system, we carefully avoid approximations
and therefore use for the dynamics of our open system
stochastic Liouville-von Neumann equations [1], which
provide an exact description. Using variational calcu-
lus we generalized Krotov’s iterative optimal control
algorithm for open quantum systems.
So far we succeed to control a harmonic oscillator cou-
pled to a ohmic reservoir with both linear and para-
metric control, achieving an relative improvement for
any chosen parameters. Furthermore, by the virtue of
optimal control, we were able to dynamically cool an
open system beeing thermalised with its reservoir at
first [2].

The Aim
Our aim is the optimal control of the dynamics of an quantum system interacting with a fluctuating enviroment. Due to the
physics of the systems we are interested in (in particular solid state devices), we can not assume a Markovian enviroment.

t = 0

initial state

ρ(0)

dissipative dynamics
−−−−−→

+ control fields
(yet unknown)

t = tf

target state

Projektor: Â = |ψf〉〈ψf |

We want to determine the control fields u(t) which provide a transfer of the system into the target state at the final time,
mitigating the destructive effect of the enviroment.

Exact dissipative quantum dynamics

system plus reservoir model [3]:

H = H0 + HR + HI

where H0 is the Hamiltonian of the system S, HR the Hamiltonian of
the reservoir R and HI the interaction Hamiltonian, respectively.

The reduced density matrix ρ of the system S is given by:

ρ
(

qf , q′f ; t
)

=

∫

dxf〈qf ,xf |U(t)W0U
†(t)|q′f ,xf〉

Applying the path integral formalism and replacing the influence functional through a stochastic one [1], gives us
a stochastic Liouville-von Neumann equation (sLvN):

ρ̇z = −
i

h̄
[H0, ρz] +

i

h̄
ξ(t)[q, ρz] +

i

2
ν(t){q, ρz}

This equations holds for each pair of noise realisations z = (ξ(t), ν(t)); with ξ(t), ν(t) ∈ . We get the density
matrix ρ through stochastic averaging:

ρ = [ρz]

. The noise variables ξ(t) and ν(t) contain the full information of the system-reservoir interaction if they satisfy
the following correlation functions:

[

ξ(t)ξ(t′)
]

= Re(L(t − t′))
[

ξ(t)ν(t′)
]

= 2
i

h̄
Θ(t − t′) · Im(L(t − t′)) = −iχR(t − t′)

[

ν(t)ν(t′)
]

= 0 and [ξ(t)] = [ν(t)] = 0

where L(t) is quantum mechanical correlation function and χR(t) is the response function of the reservoir.

Control algorithm

The objective functional for our control problem reads:

F [u(t), {ρz}] =
[

tr
{

Â ρz(tf )
}]

We search for an extremum of this functional:

δF = 0

under the constraint, that the equation of motion holds:

ρ̇z = Lρz = −
i

h̄
[H0(t) + Hc(t), ρz] +

i

h̄
ξ(t)[q, ρz] +

i

2
ν(t){q, ρz}

where Hc(t) = Hc(ut) is the control Hamiltonian with the control fields
u(t) = (u1(t), ..., uN (t)).
Note that the control Hamiltonian only changes the Hamiltonian of the system
(HS = H0 + Hc) but not the dissipative terms.
Using Krotov’s approach [4] for the variational calculus, gives us an equation of
motion for the costate Λz [2]:

Λ̇z = −L†Λz with: Λz(tf ) = −Â

and an iterative algorithm, where the the control fields are updated as following:

u
(new)
i (t) = u

(old)
i (t) +

1

λi(t)

[

2

h̄
Im

[

tr

{

∂Hc

∂ui

[

ρz, Λ
†
z

]

}]]

Where λi(t) is a tuning parameter.

The equations for ρz(t), Λz(t) (for each z respectively) and u(t) have to be solved
consistently by an explicit stochastic sampling.

Results
System: harmonic oscillator (coherent state at t = 0, to be rereached as
target state), ohmic reservoir (with algebraic cutoff) with damping con-
stant γ0 = 0.05 and inverse thermal energy β = 1 , control Hamiltonian
Hc = −u1(t)q + u2

2 q2 (linear and parametric control):
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u 1(t)
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0
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t

u 2(t)

 

 

sLvN
RWA

Linear control u1(t) and parametric control u2(t) for our method and
with RWA approximation respectively. The control fields result in a re-
maing error 1− tr{Aρ(T )} = 0, 143 for the sLvN and 1− tr{Aρ(T )} =
0, 290 for the RWA respectively (1 − tr{Aρ(T )} = 0, 484 without con-
trol).

System: harmonic oscillator thermalised at t = 0 with the ohmic reser-
voir (with algebraic cutoff) with different damping constants γ0 and
inverse thermal energy β = 1, target state: ground state, control Hamil-
tonian Hc = u2

2 q2 (parametric control only):

0 5 10 15 200.4

0.6
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t

S(
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γ0 = 0.1, RWA

γ0 = 0.05, RWA

γ0 = 0.01, RWA

γ0 = 0.01

γ0 = 0.05

γ0 = 0.1

We see a loss of entropy S(t) of the open system exposed to an opti-
mized control field (solid), the result can not be reproduced within RWA
approximation (dashed).
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Cutting off wiggles

up to a certain extent



Scalable quantum computation via local control of 
only two qubits
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Scaling of the operation time

Sample 
control pulse



How many wiggles are needed?
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Wiggles as primitives

A load of CRAB



Ω1Ω2

!
t

c0!t" A B

t

c!t" C

Initial guess: c0(t)

Trial pulse: c(t) = c0(t)g(t)

Correction
: 

g(t) =
n�

k=1

akf̃k(t) f̃k(t) “randomized” basis 
functions

Examples: fk(t) = sin(�kt), x�
k , Hk(x), ...

Optimize n=O(10) parameters!

Chopped RAndom Basis (CRAB) algorithm



•No need of gradient (Nelder-Mead, simplex, etc.) 
•No need of (semi-)analytical solutions
• Figures of merit: energy, fidelity, purity, entanglement. 

Ω1Ω2

!
t

c0!t"

t

c!t"

Direct search optimization
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FIG. 1: CRAB scheme: A) An inital guess pulse c0(t) is used
as starting point. B) The function F(!ω) for the case !ω =
{ω1, ω2} and the initial polytope (ligh red triangle) are defined
and moved “downhill” (darker triangles) until convergence is
reached. C) The final point is recasted as the optimal pulse
c(t) and applied to the physical system.

integrated with t-DMRG, and thus can in principle be
applied to all systems that can be efficiently simulated
by tensor network methods. Triggered by the observa-
tion that optimal control optmizations result in pulses
with very simple Fourier spectrum [22] we develop an
optimal search in a truncated dual space, the Chopped
RAndom Basis (CRAB) optimization, that can be effi-
ciently applied to t-DMRG simulations. The scenario we
are thinking of is as follows: given a system of interested
described by an Hamiltonian H with some controls cj(t)
with j = 1, . . . , NC , the goal is to extremize a given fig-
ure of merit F [H(cj(t))], e.g. the final system energy,
state fidelity, entanglement, etc. The main idea is then
to start with an initial pulse guess c0

j(t) and then looking
for the best correction of the form

cj(t) = c0
j(t) · fj(t), (1)

where fj(t) can be expressed in a simple form in some
function basis, as for example, Fourier space, and de-
pends on some parameters !ωj = ωk

j (k = 1, . . . , Mj), see
Methods for details. The optimization problem is then
recasted in a extremization of a multivariables function
F(ωk

j ) that can be numerically approached with the pre-
ferred method, as for example, stepeest descent or conju-
gate gradient method [25]. While using CRAB together
with t-DMRG, computing the gradient of F is extremely
resource consuming and thus we resort to a Direct search
method as Nelder-Mead or simplex methods [25]. They
are based on the construction of a polytope defined by
some initial set of points in the space of parameters !ωj

that “rolls down the hill” following defined rules up to
reach the (possible local) minima (see Fig. 1 and Meth-
ods). Due to the fact that the Direct Search methods
are based on many independent evaluation of the func-
tion to be minimized, they can be efficiently implemented
together with t-DMRG simulations.

In this letter, the CRAB optimization is applied to
the preparation of a Mott insulator in cold atoms exper-
iments in optical lattice [11]. Indeed, very recently this











 






 

FIG. 2: Scheme of the Mott-Superfluid transition in the ho-
mogeneous system for average occupation number 〈n〉 = 1:
increasing the lattice (black line) depth V , the atoms Super-
fluid wave functions (upper) localize in the wells (lower). If
the transition is not adiabatic or optimized defects appear
(here represented by a hole and a double occupied site).

field have experienced a fast development after the exper-
imental demonstration of coherent control of the atoms
subject to a parameter quench in the seminal work of
M.Greiner and coworkers [12]. In these experimental se-
tups a Bose-Einstein condensate is first loaded in a mag-
netic trap and then the optical lattice is slowly switched
on inducing a quantum phase transition to a Mott insu-
lator. This is the fundamental initial step to prepare a
one dimensional system for further investigations as for
recent experiments on transport or spectroscopy [11]. Up
to now, the described Superfluid-Mott insulator transi-
tion has been performed adiabatically in about one hun-
dred ms: we present an optimal pulse to obtain a faithful
ground state with density of defects below one per cent
(???) in a total time of the order of some milliseconds.
This new optimal process allows for a drastic reduction
(about two orders of magnitude) of the time needed to
initialize cold atoms in optical lattice in a desired initial
state, a fundamental step in any quantum information
processing and cold atoms in optical lattice experiments.

Cold atoms in opticall lattice can be mapped in the
Bose Hubbard model defined by the Hamiltonian [11, 14]:

H=
∑

j

[−J(b†jbj+1+h.c.)+Ω(j−
N

2
)2nj+

U

2
(n2

j−nj)]. (2)

The first term on the r.h.s. of Eq.(2) describes the tunnel-
ing of bosons between neighboring sites with rate J , Ω is
the curvature of the trapping potential, and nj = b†jbj is
the density operator with bosonic creation (annihilation)
operators b†j (bj) at site j = −N/2, . . . , N/2−1. The last
term is the onsite contact interaction with energy U . The
system parameters U and J can be expressed as a func-
tion of the optical lattice depth V [11]. As sketched in

Bose Hubbard
model

Hopping
Onsite energy
Trapping

J

U
�

M. Greiner, O. Mandel, T. Esslinger, T. W. Hansch and I. Bloch, Nature 415, 39 (2002).

J/U >> 0.1
V

Superfluid

Mott insulator

J/U << 0.1U

J

Application: Mott-Superfluid transition 
with cold atoms in optical lattices
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FIG. 3: Optimal ramp J/U(t) for the Bose Hubbard model in
the presence of the trap (experimental parameters from [8])
with N = 30 sites, average occupation 〈n〉 = 1 and a total
time of the order T # 3ms. Inset: populations 〈ni〉 (empty
black) and fluctuations 〈∆n2

i 〉 (full red) at time t = T for the
exponential initial guess (circles) and optimal ramp (squares)
for N = 10.

merical simulations and experimental results [23, 24], we
studied the ideal homogeneous system and reproduced
the experimental setup of [23]. We optimized numeri-
cally the time dependence of the ratio J/U that drives
the Superfluid-Mott insulator transition and we obtained
an optimal ramp shape for the optical lattice depth V (t)
[17].
We consider a starting value of the lattice depth

V (0) = 2Er corresponding to J/U(0) ∼ 0.52, since the
description of the experimental system by (Eq. 2) breaks
down for V (0) <

∼ 2Er [20]. However, the initial lattice
switching on (V = 0 → 2Er) can be performed in a
much quicker way (few milliseconds at most) while still
fulfilling the adiabatic condition, given that this param-
eter region is quite far from the quantum critical point.
We optimize the ramp to obtain the minimal residual en-
ergy per site ε = ∆E/N = (E(T )−EG)/N (where EG is
the exact final ground) in a strongly reduced time. We
set the total time T = 50h̄/U $ 3.01ms and the final
lattice depth V (T )/Er = 22 ∼ 2.4 · 10−3J/U , well inside
the Mott insulator phase. When the density of defects
reaches a given threshold εc, we stop the optimization. In
Fig. 3 the optimal ramp for the system in the presence
of the confining trap is shown for the parameter values
corresponding to the experiment [8] and for a system size
N = 30. As it can be clearly seen, the pulse is modu-
lated with respect to the initial exponential guess and no
high frequencies are present, reflecting the constraint in-
troduced by the CRAB optimization. In the inset we dis-
play the final occupation numbers and the corresponding
fluctuations, clearly demonstrating the convergence to a
Mott insulator state after the ramp optimization.
Finally, in Fig. 4 we show the final residual energy

per site ε state energy as a function of the system size
N = 10, . . . , 40, for the homogeneous and for the trapped
system. This quantity is directly related to the density
of defects: for J → 0, any additional energy present in
the system is due to sites with occupation number be-

FIG. 4: Optimal density of defects as a function of the system
size N for the homogeneous system (green squares) and in the
presence of the trap, with experimental parameters from [8]
(grey circles). We set the threshold to εc = 0.001. The red
region highlights the typical unoptimized density of defects
for different initial ramp shapes.

tween one and two (the probability of higher occupation
is negligible in the present setup) and the corresponding
fluctuations. Indeed, one can relate the residual energy
per site with the average fluctuations of the occupation
density of defects: ε ∝ 〈n2〉 − 〈n〉 ≈ ∆n2 as 〈n〉 ∼ 1. As
it can be seen from the inset of Fig. 3, fluctuations are
drastically reduced. Correspondingly, in Fig. 4 the resid-
ual energies in the two cases (without and with trap) are
reported: they are well below one per cent, demonstrat-
ing an improvement with respect to the initial guess by
between one and two orders of magnitudes. Indeed, the
exponential guess – like other guesses: linear, random –
gave residual density of defects at least one order of mag-
nitude bigger (red region in Fig. 4).
In conclusion, we would like to note that the CRAB

optimization strategy introduced here can in principle
be applied also to open quantum many-body systems,
e.g. by means of recently introduced numerical tech-
niques [25]. Perhaps an even more stimulating perspec-
tive would be that of implementing it with a quantum
simulator in place of the t-DMRG classical simulator.
This would extend the applicability of the CRAB method
to the optimization of quantum phenomena that are com-
pletely out of reach for simulation on classical comput-
ers, and represent a major design tool for future quantum
technologies.

Methods

t-DMRG - The time-dependent Density Matrix
Renormalization Group (t-DMRG) is a very powerful nu-
merical method that allows for efficient numerical sim-
ulation of the time evolution of one-dimensional quan-
tum systems composed by N interacting local systems or
sites. Its time-independent version (DMRG) was firstly
introduced to study ground states static properties. The
DMRG is based on the assumption that it is possible to
describe approximately a wide class of states with a sim-
ple tensor structure, i.e. a Matrix Product State (MPS).

(ms)
L=30Filling one

Optimal pulse
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FIG. 3: Optimal ramp J/U(t) for the Bose Hubbard model in
the presence of the trap (experimental parameters from [8])
with N = 30 sites, average occupation 〈n〉 = 1 and a total
time of the order T # 3ms. Inset: populations 〈ni〉 (empty
black) and fluctuations 〈∆n2

i 〉 (full red) at time t = T for the
exponential initial guess (circles) and optimal ramp (squares)
for N = 10.

merical simulations and experimental results [23, 24], we
studied the ideal homogeneous system and reproduced
the experimental setup of [23]. We optimized numeri-
cally the time dependence of the ratio J/U that drives
the Superfluid-Mott insulator transition and we obtained
an optimal ramp shape for the optical lattice depth V (t)
[17].
We consider a starting value of the lattice depth

V (0) = 2Er corresponding to J/U(0) ∼ 0.52, since the
description of the experimental system by (Eq. 2) breaks
down for V (0) <

∼ 2Er [20]. However, the initial lattice
switching on (V = 0 → 2Er) can be performed in a
much quicker way (few milliseconds at most) while still
fulfilling the adiabatic condition, given that this param-
eter region is quite far from the quantum critical point.
We optimize the ramp to obtain the minimal residual en-
ergy per site ε = ∆E/N = (E(T )−EG)/N (where EG is
the exact final ground) in a strongly reduced time. We
set the total time T = 50h̄/U $ 3.01ms and the final
lattice depth V (T )/Er = 22 ∼ 2.4 · 10−3J/U , well inside
the Mott insulator phase. When the density of defects
reaches a given threshold εc, we stop the optimization. In
Fig. 3 the optimal ramp for the system in the presence
of the confining trap is shown for the parameter values
corresponding to the experiment [8] and for a system size
N = 30. As it can be clearly seen, the pulse is modu-
lated with respect to the initial exponential guess and no
high frequencies are present, reflecting the constraint in-
troduced by the CRAB optimization. In the inset we dis-
play the final occupation numbers and the corresponding
fluctuations, clearly demonstrating the convergence to a
Mott insulator state after the ramp optimization.
Finally, in Fig. 4 we show the final residual energy

per site ε state energy as a function of the system size
N = 10, . . . , 40, for the homogeneous and for the trapped
system. This quantity is directly related to the density
of defects: for J → 0, any additional energy present in
the system is due to sites with occupation number be-

FIG. 4: Optimal density of defects as a function of the system
size N for the homogeneous system (green squares) and in the
presence of the trap, with experimental parameters from [8]
(grey circles). We set the threshold to εc = 0.001. The red
region highlights the typical unoptimized density of defects
for different initial ramp shapes.

tween one and two (the probability of higher occupation
is negligible in the present setup) and the corresponding
fluctuations. Indeed, one can relate the residual energy
per site with the average fluctuations of the occupation
density of defects: ε ∝ 〈n2〉 − 〈n〉 ≈ ∆n2 as 〈n〉 ∼ 1. As
it can be seen from the inset of Fig. 3, fluctuations are
drastically reduced. Correspondingly, in Fig. 4 the resid-
ual energies in the two cases (without and with trap) are
reported: they are well below one per cent, demonstrat-
ing an improvement with respect to the initial guess by
between one and two orders of magnitudes. Indeed, the
exponential guess – like other guesses: linear, random –
gave residual density of defects at least one order of mag-
nitude bigger (red region in Fig. 4).
In conclusion, we would like to note that the CRAB

optimization strategy introduced here can in principle
be applied also to open quantum many-body systems,
e.g. by means of recently introduced numerical tech-
niques [25]. Perhaps an even more stimulating perspec-
tive would be that of implementing it with a quantum
simulator in place of the t-DMRG classical simulator.
This would extend the applicability of the CRAB method
to the optimization of quantum phenomena that are com-
pletely out of reach for simulation on classical comput-
ers, and represent a major design tool for future quantum
technologies.

Methods

t-DMRG - The time-dependent Density Matrix
Renormalization Group (t-DMRG) is a very powerful nu-
merical method that allows for efficient numerical sim-
ulation of the time evolution of one-dimensional quan-
tum systems composed by N interacting local systems or
sites. Its time-independent version (DMRG) was firstly
introduced to study ground states static properties. The
DMRG is based on the assumption that it is possible to
describe approximately a wide class of states with a sim-
ple tensor structure, i.e. a Matrix Product State (MPS).
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