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Non-ergodic systems

A quantum newtons cradle 
Weiss Group 2006 

No thermalisation ! 
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The coefBcient of viscosity is therefore the zero-6eld
value t)(0), with Stg') replacing the former SQ'):

t)(H) =t) (0)Ll+4(o,'r') '. (8.7)
The magnetic field suppresses the viscosity by fore-

shortening the mean free path in the direction of trans-
port. Apart from differences in the magnitude of r, the
term 4a&.sr' in (8.7) replaces cv,sr' in the analogous result
for the conduction problem. This is owing to charge
transport being reversed by turning through 180' while
transverse momentum transport is reversed by turning
through 90', or in one-half the time. The assumption of

a time of relaxation limits the validity of (8.7) to T)&0.
However, as shown by Sondheimer and Wilson for the
electrical conductivity, " such a formula is probably
more widely applicable than its derivation would
suggest.
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Absence of Diffusion in Certain Random Lattices
P. W. ANDERSON

Bell Telephone Laboratories, Murray Hill, Em Jersey
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This paper presents a simple model for such processes as spin diffusion or conduction in the "impurity
band. "These processes involve transport in a lattice which is in some sense random, and in them diffusion
is expected to take place via quantum jumps between localized sites. In this simple model the essential
randomness is introduced by requiring the energy to vary randomly from site to site. It is shown that at low
enough densities no diffusion at all can take place, and the criteria for transport to occur are given.

I. INTRODUCTION

A NUMBER of physical phenomena seem to involve
quantum-mechanical motion, without any par-

ticular thermal activation, among sites at which the
mobile entities (spins or electrons, for example) may be
localized. The clearest case is that of spin diffusion";
another might be the so-called impurity band conduc-
tion at low concentrations of impurities. In such
situations we suspect that transport occurs not by
motion of free carriers (or spin waves), scattered as
they move through a medium, but in some sense by
quantum-mechanical jumps of the mobile entities from
site to site. A second common feature of these phe-
nomena is randomness: random spacings of impurities,
random interactions with the "atmosphere" of other
impurities, random arrangements of electronic or
nuclear spins, etc.
Our eventual purpose in this work will be to lay the

foundation for a quantum-mechanical theory of trans-
port problems of this type. Therefore, we must start
with simple theoretical models rather than with the
complicated experimental situations on spin diffusion
or impurity conduction. In this paper, in fact, we
attempt only to construct, for such a system, the
simplest model we can think of which still has some
expectation of representing a real physical situation

' N. Bloembergen, Physica 15, 386 (1949).' A. M. Portis, Phys. Rev. 104, 584 {1956).

reasonably well, and to prove a theorem about the
model. The theorem is that at suKciently low densities,
transport does not take place; the exact wave functions
are localized in a small region of space. We also obtain
a fairly good estimate of the critical density at which the
theorem fails. An additional criterion is that the forces
be of suKciently short range—actually, falling off as
r —+ ~ faster than 1/r'—and we derive a rough estimate
of the rate of transport in the Vcr 1/r' case.
Such a theorem is of interest for a number of reasons:

first, because it may apply directly to spin diffusion
among donor electrons in Si, a situation in which I'"cher'
has shown experimentally that spin diffusion is neg-
ligible; second, and probably more important, as an
example of a real physical system with an infinite
number of degrees of freedom, having no obvious
oversimplification, in which the approach to equilibrium
is simply impossible; and third, as the irreducible
minimum from which a theory of this kind of transport,
if it exists, must start. In particular, it re-emphasizes
the caution with which we must treat ideas such as
"the thermodynamic system of spin interactions" when
there is no obvious contact with a real external heat
bath.
The simplified theoretical model we use is meant to

represent reasonably well one kind of experimental
situation: namely, spin diffusion under conditions of

' G. Feher (private communication).
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LOCAL MOMENTS AND LOCALIZED STATES
Nobel Lecture, 8 December, 1977

by
PHILIP W. ANDERSON
Bell Telephone Laboratories, Inc, Murray Hill, New Jersey, and Princeton
University, Princeton, New Jersey, USA

I was cited for work both. in the field of magnetism and in that of disordered
systems, and I would like to describe here one development in each held
which was specifically mentioned in that citation. The two theories I will
discuss differed sharply in some ways. The theory of local moments in metals
was, in a sense, easy: it was the condensation into a simple mathematical
model of ideas which. were very much in the air at the time, and it had rapid
and permanent acceptance because of its timeliness and its relative simplicity.
What mathematical difficulty it contained has been almost fully- cleared up
within the past few years.

Localization was a different matter: very few believed it at the time, and
even fewer saw its importance; among those who failed to fully understand it
at first was certainly its author. It has yet to receive adequate mathematical
treatment, and one has to resort to the indignity of numerical simulations to
settle even the simplest questions about it. Only now, and through primarily
Sir Nevill Mott’s efforts, is it beginning to gain general acceptance.

Yet these two finally successful brainchildren have also much in common:
first, they flew in the face of the overwhelming ascendancy. at the time of the
band theory of solids, in emphasizing locality : how a magnetic moment, or an
eigenstate, could be permanently pinned down in a given region. It is this
fascination with the local and with the failures, not successes, of band theory,
which the three of us here seem to have in common. Second, the two ideas
were born in response to a clear experimental signal which contradicted the
assumptions of the time; third, they intertwine my work with that of my two
great colleagues with whom I have been jointly honored; and fourth, both
subjects are still extremely active in 1977.

I. The “Anderson Model”: Local Moments in Metals
To see the source of the essential elements of the model I set up for local

moments in metals, it will help to present the historical framework. Just two
years before, I had written a paper on “superexchange” (1) discussing the
source and the interactions of the moments in insulating magnetic crystals
such as MnO, CuSO4. 5H2O, etc. I had described these substances as what
we should now call "Mott insulators" on the insulating side of the Mott
transition, which unfortunately Sir Nevill says he will not describe. Briefly,
following a suggestion of Peierls, he developed the idea that these magnetic
insulating salts were so because to create an ionized electronic excitation would
require an additional excitation energy U, the energy necessary to change the
configurations of two distant atoms from dn+ dn to dn-i{-dn+r.  This energy U

✏i 2 [�✏ ✏]
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Fig. 5. Schematic temperature dependence of the dc conductivity σ(T ). Below
the point of the many-body metal-insulator transition, T < Tc, no inelastic
relaxation occurs and σ(T ) = 0. Temperature interval T ≫ T (in) > Tc

corresponds to the developed metallic phase, where Eq. (21) is valid. At
T ≫ T (el) the high-temperature metallic perturbation theory (Altshuler and
Aronov, 1985) is valid, and the conductivity is given by the Drude formula.

insulator) or all excitations (band insulator). In both cases the conductivity re-
mains finite although exponentially small as long as T > 0. This is not the
case for many-body localization, which implies exactly zero conductivity in the
low-temperature phase.

Is the many-body localization a true thermodynamical phase transition with
corresponding singularities in all equilibrium properties? This question definitely
requires additional studies, however, some speculations can be put forward.
The physics described in the present paper is associated with the change of
the characteristics of the many-body wavefunctions. It is well known that for
non-interacting systems localization-delocalization transition does not affect the
average density of states, i.e., it does not manifest itself in any macroscopic ther-
modynamic properties. Application of the same logic to the exact many-body
eigenvalues would indicate that the many-body localization transition is not fol-
lowed by any singularities in the static specific heat, etc. On the other hand, at
this point we can not rule out the possibility that this conclusion is an artifact of
treating the real parts of the electron self-energies with an insufficient accuracy.
Most likely scenario, to our opinion, is that the insulating phase behaves like
a glass (spin or structural) and demonstrates all the glassy properties (Fisher
and Hertz, 1991; Bouchaud et al., 1998), like absence of ergodicity (even when
some coupling with phonons is included), effects of aging, etc. Discussion of the
equilibrium susceptibilities in the latter case becomes quite meaningless.

The quantitative theory built in BAA paper assumes that the interaction is
weak. On the other hand, qualitative consideration of the localization of many-

Annals of Physics 321, 1126 (2006)

Transition to localized phase!

MBL
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3. The XXZ model in the presence of a staggered magnetic field

We start our analysis with the XXZ model in the presence of a transversed staggered

magnetic field. While it’s known that the gapless XXZ model (� = 0.5) exhibits ballistic

spin transport and it’s therefore an ideal conductor [3], breaking integrability globally by

means of a magnetic field placed on next-neighbouring sites renders the system chaotic

and conduction across the system exhibits di↵usive transport [4].

It is a common practice to use level spacing statistics (LSS) as a signal when a

system crosses the onset of quantum chaos, the distribution P (s
n

) of spacings s
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neighbouring energy levels shows di↵erent behaviours depending on the regime of the

system. Here we define s
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normalised to the average level spacing. For an

integrable system; these levels are expected to be independent from each other, show

no correlation and crossings are not prohibited. Therefore, the statistics of the levels in

this case follow those of a Poisson process with

P (s) = e�s. (17)

On the other hand, energy levels repel each other and become correlated in a quantum

chaotic system. As can be obtained from a result of random matrix theory, the levels

follow a Wigner-Dyson distribution given by
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in the presence of a staggered magnetic field. The red line corresponds to a
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(⇡s/2)e�⇡s2/4. Results are for N = 16, ↵ = 1.0 and � = 0.5 in the null magnetisation
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j i = 0. Spin reversal symmetry has to be broken in order to obtain the
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Many-body localization edge in the random-field Heisenberg chain

David J. Luitz,* Nicolas Laflorencie,† and Fabien Alet‡
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We present a large-scale exact diagonalization study of the one-dimensional spin-1/2 Heisenberg model in
a random magnetic field. In order to access properties at varying energy densities across the entire spectrum
for system sizes up to L = 22 spins, we use a spectral transformation which can be applied in a massively
parallel fashion. Our results allow for an energy-resolved interpretation of the many-body localization transition
including the existence of an extensive many-body mobility edge. The ergodic phase is well characterized by
Gaussian orthogonal ensemble statistics, volume-law entanglement, and a full delocalization in the Hilbert space.
Conversely, the localized regime displays Poisson statistics, area-law entanglement, and nonergodicity in the
Hilbert space where a true localization never occurs. We perform finite-size scaling to extract the critical edge
and exponent of the localization length divergence.

DOI: 10.1103/PhysRevB.91.081103 PACS number(s): 75.10.Pq, 05.30.Rt, 72.15.Rn

Introduction. The interplay of disorder and interactions in
quantum systems can lead to several intriguing phenomena,
amongst which the so-called many-body localization has
attracted a huge interest in recent years. Following precursors
works [1–4], perturbative calculations [5,6] have established
that the celebrated Anderson localization [7] can survive
interactions, and that for large enough disorder, many-body
eigenstates can also “localize” (in a sense to be detailed later)
and form a new phase of matter commonly referred to as the
many-body localized (MBL) phase.

The enormous boost of interest for this topic in recent
years can probably be ascribed to the fact that the MBL
phase challenges the very foundations of quantum statistical
physics, leading to striking theoretical and experimental
consequences [8,9]. Several key features of the MBL phase
can be highlighted as follows. It is nonergodic, and breaks the
eigenstate thermalization hypothesis (ETH) [10–12]: A closed
system in the MBL phase does not thermalize solely following
its own dynamics. The possible presence of a many-body
mobility edge (at a finite energy density in the spectrum)
indicates that conductivity should vanish in a finite temperature
range in a MBL system [5,6]. Coupling to an external bath
will eventually destroy the properties of the MBL phase, but
recent arguments show that it can survive and be detected using
spectral signatures for weak bath coupling [13]. This leads to
the suggestion that the MBL phase can be characterized exper-
imentally, using e.g., controlled echo experiments on reason-
ably well-isolated systems with dipolar interactions [14–17].
Another appealing aspect (with experimental consequences
for self-correcting memories) is that MBL systems can sustain
long-range, possibly topological, order in situations where
equilibrated systems would not [18–22]. Finally, a striking
phenomenological approach [23] pinpoints that the MBL
phase shares properties with integrable systems, with an
extensive number of local integrals of motion [24–26], and
that MBL eigenstates sustain low (area-law) entanglement.
This is in contrast with eigenstates at finite energy density

*luitz@irsamc.ups-tlse.fr
†laflo@irsamc.ups-tlse.fr
‡alet@irsamc.ups-tlse.fr

in a generic equilibrated system, which have a large amount
(volume law) of entanglement and which are believed to be
well described within a random matrix theory approach.

Going beyond perturbative approaches, direct numerical
simulations of disordered quantum interacting systems provide
a powerful framework to test MBL features in a variety
of systems [14,17,21,27–42]. The MBL transition dealing
with eigenstates at high(er) energy, ground-state methods
are not well adapted. Most numerical studies use full exact
diagonalization (ED) to obtain all eigenstates and energies
and are limited to rather small Hilbert-space sizes dimH ∼
104 [43].

In this Rapid Communication, we present an extensive
numerical study of the periodic S = 1

2 Heisenberg chain in

FIG. 1. (Color online) Disorder (h)—Energy density (ϵ) phase
diagram of the disordered Heisenberg chain, Eq. (1). The ergodic
phase (dark region with a participation entropy volume law coefficient
a1 ≃ 1) is separated from the localized regime (bright region with
a1 ≪ 1). Various symbols (see legend) show the energy-resolved
MBL transition points extracted from finite-size scaling performed
over system sizes L ∈ {14,15,16,17,18,19,20,22}. Red squares
correspond to a visual estimate of the boundary between volume
and area-law scaling of entanglement entropy SE .

1098-0121/2015/91(8)/081103(5) 081103-1 ©2015 American Physical Society

en
er

gy
 d

en
si

ty

disorder strength 

David J. Luitz, Nicolas 
Laflorencie, and Fabien Alet
Phys. Rev. B 91, 081103(R) 
(2015)

DELOCALISED



  

Entanglement

Starting from random initial product state

Ballistic growth on the ergodic side, logarithmic saturation on the MBL

In MBL far away regions of our system cannot exchange energy and get 
entangled only very slowly

Entanglement Growth

Singh et al arXiv:1505.05045 (2015)

J. H. Bardarson et al Phys.Rev. Lett. 109, 017202 (2012).
M. Serbyn et al Phys. Rev. Lett. 110, 260601 (2013).
R. Vosk et al, Phys. Rev. Lett. 110, 06720 (2013)

+many others



  

Entanglement

Starting from random initial product state

Ballistic growth on the ergodic side, logarithmic saturation on the MBL

In MBL far away regions of our system cannot exchange energy and get 
entangled only very slowly

Entanglement Growth

Singh et al arXiv:1505.05045 (2015)

J. H. Bardarson et al Phys.Rev. Lett. 109, 017202 (2012).
M. Serbyn et al Phys. Rev. Lett. 110, 260601 (2013).
R. Vosk et al, Phys. Rev. Lett. 110, 06720 (2013)

/ t

/ log(t)

delocalised 

MBL

+many others



Dynamics

H = Hi +Hf



Dynamics

H = Hi +Hf

Hi =
X

i

�z
i �

z
i+1 +

X

i

hi�
i
z



Dynamics

H = Hi +Hf

Hi =
X

i

�z
i �

z
i+1 +

X

i

hi�
i
z

H
f

=
X

i

�x

i

�x

i+1 + �y

i

�y

i+1



Dynamics

H = Hi +Hf

Hi =
X

i

�z
i �

z
i+1 +

X

i

hi�
i
z

H
f

=
X

i

�x

i

�x

i+1 + �y

i

�y

i+1

! := lim
⌧!1

1

⌧

Z 1

0
dte�itH⇢ie

itH

=
X

n

|EnihEn|⇢i|EnihEn|



21

U/J=4.7(1)
U/J=10.3(1),   

Δ/J=8

Δ/J=3

Δ/J=0

0 20 30

0.2

0.8

0.4

0.6

0

10
Time (τ)

Im
ba

la
nc

e 
I

localized

ergodic

FIG. 7 Non-thermalizing out-of-equilibrium evolution of an
initial density wave in the presence of a quasiperiodic detuning
potential in the interacting Aubry- André model (see Eq. 17).
Time traces of the imbalance I for various strengths of the de-
tuning potential �. Points are experimental measurements,
averaged over six di↵erent phases � of the quasiperiodic de-
tuning lattice. Lines denote DMRG simulations that take into
account the trapping potential and the averaging over neigh-
boring tubes, which are present in the experiment (Schreiber
et al., 2015).

way to identify the localized non-thermal phase. Note
that it is very hard to show that a system is thermal-
ized, as this would require demonstrating that all local
observables are thermal. The opposite, demonstrating
localization, can in contrast be rather straightforward: a
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FIG. 8 Probing many-body localization in two dimensions.
(A) Almost arbitrary disorder potentials of light are pro-
jected onto an ultracold bosonic atom cloud. The subsequent
quantum evolution of an initial non-equilibrium state can then
be tracked in the experiment. (B) In the experiment an ini-
tial domain wall of a bosonic Mott insulator is prepared (”half
circle” in images). Even for long evolution times of ' 250 tun-
neling times, the system fails to thermalize, indicated by the
remnant domain wall still visible in the experiment. In con-
trast, a thermalized state would not carry any information
about the initial state of the system (Choi et al., 2016).
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Total correlations of the diagonal ensemble herald the many-body localization transition
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The intriguing phenomenon of many-body localization (MBL) has attracted significant interest recently, but a
complete characterization is still lacking. In this work we introduce the total correlations, a concept from quantum
information theory capturing multipartite correlations, to the study of this phenomenon. We demonstrate that the
total correlations of the diagonal ensemble provides a meaningful diagnostic tool to pin-down, probe, and better
understand the MBL transition and ergodicity breaking in quantum systems. In particular, we show that the total
correlations has sublinear dependence on the system size in delocalized, ergodic phases, whereas we find that it
scales extensively in the localized phase developing a pronounced peak at the transition. We exemplify the power
of our approach by means of an exact diagonalization study of a Heisenberg spin chain in a disordered field. By a
finite size scaling analysis of the peak position and crossover point from log to linear scaling we collect evidence
that ergodicity is broken before the MBL transition in this model.

DOI: 10.1103/PhysRevB.92.180202 PACS number(s): 05.30.−d, 03.65.Ud, 73.22.Gk, 75.10.Pq

The simple paradigmatic model of a particle hopping on
a lattice in the presence of disorder significantly advanced
our understanding of condensed matter systems. It led to
the insight that a static disordered potential can lead to a
complete absence of diffusion and hence conductance in
an isolated quantum system. This is known as Anderson
localization following its inception by Anderson [1] more
than half a century ago [2]. The original formulation focused
primarily on noninteracting systems and in the years following
Anderson’s work a complete picture was formed: It is now
known that noninteracting systems in one and two dimensions
are localized for arbitrary disorder [3,4]. Anderson also
conjectured that a closed system of interacting particles with
sufficiently strong disorder would likewise localize and fail
to equilibrate. This conjecture was only recently put on a
firmer theoretical footing in a seminal work by Basko, Aleiner,
and Altshuler [5]. This has led to a surge in interest in this
phenomenon now known as many-body localization (MBL).

The concept of MBL has been confirmed by a number
of studies [6–14], demonstrating that interacting systems can
display a dynamical phase transition between a so called
ergodic and a many-body localized phase. The MBL phase
is characterized by robust states protected by the extensively
many (approximately) local integrals of motion which emerge
[15–19]. Many features of this MBL phase have since been

*jgoold@ictp.it
†publications@cgogolin.de
‡s.r.clark@bath.ac.uk
§jense@physik.fu-berlin.de
∥ascardic@ictp.it
¶asilva@sissa.it

explored. For instance, it has been shown that in the MBL
phase energy eigenstates typically have low entanglement
entropy with respect to any bipartition, i.e., satisfy what
is called an area law [20–22]. This is in stark contrast to
generic ergodic phases in which the entanglement entropy of
eigenstates in the bulk of the spectrum exhibits an extensive
volume law scaling. For an initial pure product state, it has also
been observed that in many-body localized systems, bipartite
entanglement between two sectors of the system grows only
logarithmically in time [10,23–29] until an extensive value is
reached. This differs notably from the usual power-law growth
in ergodic systems, but also with the noninteracting case, in
which a saturation to a constant is observed. At the same time,
many features of MBL are still unexplored and their broader
connections unknown.

In this work we go significantly beyond the previous
approaches by applying a powerful and sensitive correlation
measure to pin down and study the MBL transition. Our
focus is on the time-averaged, dephased states that emerge
from product initial states once the hopping part of the
Hamiltonian is abruptly switched on. While fingerprints of
the MBL transition are expected in the correlations of this
dephased state, their utility depends strongly on the type
of correlations considered. While the behavior of bipartite
entanglement is a commonly used tool for characterization
of phases by the condensed matter community, we go beyond
this by employing a multipartite correlation measure for mixed
states. Quantum information theory classifies correlations
in quantum states as classical correlations, entanglement,
quantum correlations, and total correlations, all of which have
distinct physical interpretations and expose subtly different
properties [30,31]. Since we expect the inherently multipartite
nature of correlations to play a role in the MBL transition, we

1098-0121/2015/92(18)/180202(5) 180202-1 ©2015 American Physical Society
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The intriguing phenomenon of many-body localization (MBL) has attracted significant interest recently, but a
complete characterization is still lacking. In this work we introduce the total correlations, a concept from quantum
information theory capturing multipartite correlations, to the study of this phenomenon. We demonstrate that the
total correlations of the diagonal ensemble provides a meaningful diagnostic tool to pin-down, probe, and better
understand the MBL transition and ergodicity breaking in quantum systems. In particular, we show that the total
correlations has sublinear dependence on the system size in delocalized, ergodic phases, whereas we find that it
scales extensively in the localized phase developing a pronounced peak at the transition. We exemplify the power
of our approach by means of an exact diagonalization study of a Heisenberg spin chain in a disordered field. By a
finite size scaling analysis of the peak position and crossover point from log to linear scaling we collect evidence
that ergodicity is broken before the MBL transition in this model.
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The simple paradigmatic model of a particle hopping on
a lattice in the presence of disorder significantly advanced
our understanding of condensed matter systems. It led to
the insight that a static disordered potential can lead to a
complete absence of diffusion and hence conductance in
an isolated quantum system. This is known as Anderson
localization following its inception by Anderson [1] more
than half a century ago [2]. The original formulation focused
primarily on noninteracting systems and in the years following
Anderson’s work a complete picture was formed: It is now
known that noninteracting systems in one and two dimensions
are localized for arbitrary disorder [3,4]. Anderson also
conjectured that a closed system of interacting particles with
sufficiently strong disorder would likewise localize and fail
to equilibrate. This conjecture was only recently put on a
firmer theoretical footing in a seminal work by Basko, Aleiner,
and Altshuler [5]. This has led to a surge in interest in this
phenomenon now known as many-body localization (MBL).

The concept of MBL has been confirmed by a number
of studies [6–14], demonstrating that interacting systems can
display a dynamical phase transition between a so called
ergodic and a many-body localized phase. The MBL phase
is characterized by robust states protected by the extensively
many (approximately) local integrals of motion which emerge
[15–19]. Many features of this MBL phase have since been
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explored. For instance, it has been shown that in the MBL
phase energy eigenstates typically have low entanglement
entropy with respect to any bipartition, i.e., satisfy what
is called an area law [20–22]. This is in stark contrast to
generic ergodic phases in which the entanglement entropy of
eigenstates in the bulk of the spectrum exhibits an extensive
volume law scaling. For an initial pure product state, it has also
been observed that in many-body localized systems, bipartite
entanglement between two sectors of the system grows only
logarithmically in time [10,23–29] until an extensive value is
reached. This differs notably from the usual power-law growth
in ergodic systems, but also with the noninteracting case, in
which a saturation to a constant is observed. At the same time,
many features of MBL are still unexplored and their broader
connections unknown.

In this work we go significantly beyond the previous
approaches by applying a powerful and sensitive correlation
measure to pin down and study the MBL transition. Our
focus is on the time-averaged, dephased states that emerge
from product initial states once the hopping part of the
Hamiltonian is abruptly switched on. While fingerprints of
the MBL transition are expected in the correlations of this
dephased state, their utility depends strongly on the type
of correlations considered. While the behavior of bipartite
entanglement is a commonly used tool for characterization
of phases by the condensed matter community, we go beyond
this by employing a multipartite correlation measure for mixed
states. Quantum information theory classifies correlations
in quantum states as classical correlations, entanglement,
quantum correlations, and total correlations, all of which have
distinct physical interpretations and expose subtly different
properties [30,31]. Since we expect the inherently multipartite
nature of correlations to play a role in the MBL transition, we
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Figure 6. Level spacing distribution P (s) for the anisotropic Heisenberg model in
the presence of a single magnetic impurity placed in the middle of the chain. The red
line corresponds to a Poissonian distribution e�s, while the blue line depicts a Wigner-
Dyson distribution (⇡s/2)e�⇡s2/4. Results are for N = 16, ↵ = 1.0 and � = 0.5 in the
null magnetisation sector
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ity breaking phenomena. In what follows we will always con-
sider dynamics starting from the trivial initial Hamiltonian,
H0 defined as

H0 =

NX

i=1

Jzs
i
zs

i+1
z , (8)

where si are spin-1/2 operators, and we choose as an initial
state the Neel state | 0i = | "#"#"# . . . i. Now imagine a
quench where we turn on additional terms denoted by an inter-
action part Hint such that dynamics is initiated and governed
by the Hamiltonian HF = H0 +Hint. We shall build the di-
agonal ensemble defined by Eq. (1) by exact diagonalization
and then investigate the scaling of the total correlations T (!)
as defined in Eq. (4), both in the case of the Von Neumann
total correlations (↵ = 1) and of the 2-Renyi total correla-
tions (↵ = 2). We choose the initial state | 0i as a Neel state
for two principal reasons: First, in the models we shall con-
sider, the Neel state can be shown to sample eigenstates of
HF at the center of the spectrum and in the half filling sub-
space48. In this regime we expect the finite size effects to be
minimized. Second, the Neel state (charge density wave in
fermion picture), is by now routinely prepared by experimen-
talists to study ergodicity breaking, for example in the recent
studies of MBL systems49,50.

A. Integrability Breaking

Let us begin with the following model studied by Santos in
200451. The model is an XXZ spin chain with open boundary
conditions which includes a single defect at the centre of the
chain of strength ✏,

HF =

NX

i=1

h
Jxs

i
xs

i+1
x +Jys

i
ys

i+1
y +Jzs

i
zs

i+1
z

i
+✏sN/2

z . (9)

The integrability of the chain is broken51, indicated by a
crossover from Poissonian to Wigner-Dyson statistics, for de-
fect strengths which are comparable to the interaction energy.
As the strength of the single defect is increased the system
becomes integrable again as the chain is cut into two XXZ
chains. Our theory predicts then that we should see a linear-
log-linear behavior in the scaling of the total correlations as
we increase the defect strength from zero. This is indeed what
results from the numerical computation of T1(!), shown in
the main plot of Fig. 1 for three values of ✏, ✏ = 0, 0.5 and
10: T1 scales linearly for the values ✏ = 0 and ✏ = 10 and
approximately logarithmically for ✏ = 0.5 as a function of
system size. The same happens to the 2-Renyi total correla-
tions T2(!), shown in the main plot of Fig. 2.

The second model that we consider is the clean XXZ model
with next-nearest-neighbour interaction,

HNNN =

NX

i=1

h
Jxs

i
xs

i+1
x + Jys

i
ys

i+1
y + Jzs

i
zs

i+1
z +
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FIG. 1. (Color online) The Von Neumann total correlations of the di-
agonal ensemble starting with the Neel state for an XXZ chain with
defect of strength ✏ placed at centre of the chain (Eq. (9) with pa-
rameters J

x

= J
y

= 1 and J
z

= 0.5). When the defect strength
is zero or very strong the model is integrable, which is reflected in
a linear scaling of the total correlations, and when it is comparable
with the interaction energy it shows a logarithmic growth indicative
of ergodic dynamics. Inset. Total correlations for an XXZ chain
with next-nearest-neighbour interaction (Eq. (10) with parameters
J
x

= J
y

= 1, J
z

= 0.5 and J 0
x

= J 0
y

= 1, compared to the same
model with J 0

x

= J 0
y

= 0). The model is non-integrable and thus the
scaling of the total correlations is logarithmic in the system size.

J 0
xs

i
xs

i+2
x + J 0

ys
i
ys

i+2
y

i
. (10)

For J 0
x, J

0
y 6= 0 integrability is broken and the scaling of the

total correlations T1(!) with the system size is logarithmic, as
is shown in the inset of Fig. 1. Also in this model we see an
analogous behaviour for the 2-Renyi total correlations T2(!),
which are logarithmically scaling with the system size (see the
inset of Fig. 2).

In both cases of integrability breaking, the total correlations
displays the predicted behaviour.

B. Many-body localization

Let us now consider models which have an MBL transition
that separates an ergodic phase and a non-ergodic one where
a sufficient number of local integrals of motion exists in order
to have a breaking of the ETH52. We look at a system with the
Hamiltonian

HMBL =

NX

i=1

h
Jxs

i
xs

i+1
x + Jys

i
ys

i+1
y + Jzs

i
zs

i+1
z + his

i
z

i
,

(11)
where hi 2 [�h, h] is a disordered field (Heisenberg model
with random fields) or hi = h cos (2⇡��1i+ �), where � is
the golden ratio and � is a random phase in [0, 2⇡), that is
a pseudo-disordered cosine field (Aubry-André model). For
both models we compute the total correlations for the diago-
nal ensemble with the Neel initial state, averaging over many
disorder or pseudo-disorder realizations, the latter obtained

Inset shows  
quench with NNN terms!

| 0i = | "#" . . . #"i

Total correlations of the diagonal ensemble as a
 generic indicator for ergodicity breaking in quantum systems
F. Pietracaprina, C. Gogolin, and J. Goold
Phys. Rev. B 95, 125118 (2017)
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Recent studies point towards nontriviality of the ergodic
phase in systems exhibiting many-body localization (MBL),
which shows subexponential relaxation of local observables,
subdiffusive transport and sublinear spreading of the entan-
glement entropy. Here we review the dynamical properties
of this phase and the available numerically exact and ap-
proximate methods for its study. We discuss in which sense
this phase could be considered ergodic and present possible
phenomenological explanations of its dynamical properties.
We close by analyzing to which extent the proposed expla-
nations were verified by numerical studies and present the
open questions in this field.

1 Introduction

Boltzmann’s ergodic hypothesis — central to classical
statistical mechanics — allows to derive most equilib-
rium results. It states that a trajectory of a system with
many degrees of freedom will spend equal times in re-
gions of equal phase-space measure [1]. This implies that
the infinite time average of observables is equivalent to
their ensemble average. Attempts to generalize this defi-
nition of ergodicity to quantum systems had begun with
the works of von Neumann [2, 3] and substantial progress
was made in the 1980ies both analytically and numeri-
cally in pioneering works by Berry, Pechukas, Peres, Fein-
gold, Jensen and Shankar [4–12], culminating in the con-
tributions by Deutsch [13] and Srednicki [14–16]. It was
realized early on that not all complex systems are er-
godic, as in particular classically or quantum integrable
systems are nonergodic almost by definition. These sys-
tems are however not generic since integrability and
thus nonergodicity is inherently unstable to the addi-
tion of generic perturbations [13]. Ergodicity breaking
in more generic systems occurs during thermodynamic
phase transitions, where a system spontaneously breaks
a symmetry when it orders [17]. A novel mechanism
of ergodicity breaking in generic disordered quantum

systems was proposed ten years ago in a seminal work by
Basko, Aleiner and Altshuler, a phenomenon now widely
known as many-body localization (MBL) [18]. This work
established the stability of the nonergodic Anderson in-
sulator to the addition of weak interactions at sufficiently
small but finite energy densities, and the stability of the
(ergodic) metal for sufficiently large energy densities. It
therefore predicted the existence of a critical energy den-
sity (the so called many-body mobility edge) which de-
marcates the ergodic and the nonergodic phases. Un-
like ergodicity breaking at thermodynamic transitions,
this transition relies on the system being completely iso-
lated from the environment and has no signatures in
static thermodynamic quantities. The existence of a non-
ergodic phase was recently rigorously proved for one-
dimensional random spin chains under a few physically
reasonable assumptions [19, 20]. Since MBL requires iso-
lation from the environment, its realization in conven-
tional condensed matter systems is challenging [21, 22].
However signatures of MBL were observed in ultracold
atomic gases on optical lattices both in one-dimensional
[23–25] and two-dimensional systems [26].

Most works on MBL concentrated on the study of
the nonergodic phase, paying little attention to the er-
godic phase [27–29]. The reason for this “injustice” is
that following the work of Basko, Aleiner and Altshuler
it was largely accepted that the ergodic phase in systems
exhibiting the MBL transition is a trivial metal, namely
it has a finite dc conductivity [18]. Systems with un-
bounded energy density, which were considered in this
work, are essentially classical at sufficiently high energy
densities and therefore have a finite dc conductivity as
can be shown using a self-consistency argument [18]. For
systems with bounded energy density this is not the case

∗ Corresponding author: E-mail: dluitz@illinois.edu
∗∗ E-mail: yb2296@columbia.edu
1 Department of Physics and Institute for Condensed Matter Theory,
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Figure 2 A visual summary of current results and open questions
on the ergodic phase of the XXZ model (1) with Jz = 1. Differ-
ent color patches represent different phases as suggested by var-
ious studies. The locations of transitions or crossovers between
the different phases are presented only approximately and are dis-
played as sharp for better readability. Question marks represent
open questions and arrows indicate that some studies suggest
that the phase shrinks to the critical point Wc ≈ 3.7 in the ther-
modynamic limit. (a) The validity of ETH was studied in Refs. [98,
137], (b) the generalized fractal dimensions D1,2 were studied in
Refs. [40, 90, 91], (c) a detailed study of the eigenvalue statis-
tics was done in Refs. [70, 91], (d) energy transport was studied in
Ref. [147], (e) spin transport and entanglement spreadingwas stud-
ied in Refs. [32, 33, 126, 137, 146].

6 Discussion and open questions

In the previous sections we reviewed in detail the current
knowledge of the ergodic phase at weak disorder, preced-
ing the MBL transition. Here, we will identify some im-
portant open questions and discuss the progress that has
been made towards answering them. In Fig. 2 we present
a visual summary of the results as also some of the open
questions. It is apparent, that while recent works identi-
fied fascinating possible scenarios for the rich physics of
the ergodic phase, the overall picture is not yet settled.
Future works in this field will have to clarify how the ob-
served phenomenology evolves as a function of system
size to put existing contradictions into perspective.

6.1 Subdiffusion and the subdiffusion to diffusion
transition

While the MBL phase can be defined by an absence of
transport, the nature of transport in the ergodic phase
is not a priori clear. Many numerical studies have ad-
dressed this question after first evidence for subdiffusive
transport in a one-dimensional XXZ model was found
[32, 33]. The results of most numerical studies are consis-
tent with the interpretation that at intermediate disorder
1 ! W ! 3.7 spin transport is subdiffusive and the entan-

glement growth is sublinear [32, 33, 126, 137, 146], with
a continuously varying dynamical exponent z, which di-
verges at the MBL transition. In Ref. [147] it was argued
that for 1 ! W ! 2.5 energy transport is diffusive while
spin transport is subdiffusive. This study however is in
contradiction with Ref. [137], since if true asymptotically
in time, it would suggest that energy was transported
faster than information (entanglement entropy). For very
weak disorder, W < 1, some studies yet find subdiffu-
sive spin transport [137], while others argue in favor of
a transition to diffusion [33, 119]. Currently, the most
compelling evidence stems from the study of an open
XXZ chain with system sizes up to L = 400 by Žnidarič
et al. [119]. This work argues in favor of a transition be-
tween diffusive and subdiffusive behavior at W ≈ 0.6.
While this work cannot rule out weak subdiffusive trans-
port for W < 0.6, which might occur for even larger sys-
tem sizes (see right panel of Fig. 1, and discussion at the
end of Sec. 3.3.6), it points out that ED studies in this
region of parameters are subject to severe finite size ef-
fects. Interestingly, in this region, W < 0.6 the fluctua-
tions of local operators in the eigenbasis of the Hamil-
tonian are perfectly Gaussian, verifying exactly the ETH
ansatz [97, 98]. However currently no direct connection
between the nature of transport and the shape of the
probability distributions is known and we can only spec-
ulate that such perfectly Gaussian distributions are a sign
for diffusion, while heavily tailed non-Gaussian distribu-
tions may signal subdiffusion. The situation in dimen-
sions higher than one is less clear, since numerically
addressing transport for d ≥ 2 remains very challeng-
ing. Algorithmic progress and input from experiments is
required to clarify the nature of transport in this case.
Currently there is only one numerical study which points
towards subdiffusion in two dimensions based on per-
turbation theory (cf . Sec. 5.3) [114].

This seemingly clear picture of transport in one-
dimensional systems is disturbed if the numerical evi-
dence is quantitatively compared. We have presented a
comparison of recent numerical estimates of the dynam-
ical exponent obtained by various methods. By looking
on Fig. 1 it is obvious that the results match only qualita-
tively, moreover some commonly used relations between
the exponents [cf. Eq. (33)] do not hold. While this might
indicate that some of these relations should be recon-
sidered, the observed disagreement between the expo-
nents could also follow from the difficulty of extracting
dynamical exponents from numerical calculations on fi-
nite systems. In fact, a very recent work evaluated the
spread of spin perturbations starting from initial con-
ditions with fixed energy density [219]. In this work a
convergent (with system size) dynamical exponent could
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5 Numerical methods

In this section we will describe some of the numerically
exact and approximate methods which can be used to
study the many-body problem. We note that this meth-
ods are not limited to the prototype model we have con-
sidered in Sec. 2. Through this section we designate the
Hilbert space dimension by N and note that it scales ex-
ponentially with the system size, L, e.g. for spin- 1

2 sys-
tems it grows like N = 2L .

5.1 Exact methods for nonequilibrium time evolution

5.1.1 Full diagonalization

Studying the properties of strongly correlated quantum
systems is a formidable problem and an exact treat-
ment of models is often possible only numerically. In a
typical nonequilibrium numerical experiment the sys-
tem is prepared in some initial state |ψ0⟩, which is not
an eigenstate of the Hamiltonian matrix H ∈ CN×N . The
propagation of the state in time can be performed by
exactly diagonalizing the Hamiltonian H = UDU†, where
the matrix D = diag(E0, . . . , EN−1) is diagonal and con-
tains the eigenvalues En of H while the columns of U cor-
respond to the orthonormal eigenvectors |n⟩ (cf . Sec. 5.2
for more details). The solution of the Schrödinger equa-
tion for the time dependent wave function is given by
|ψ(t)⟩ =

∑
n e−i Ent |n⟩ ⟨n|ψ0⟩, where ⟨n|ψ0⟩ are the coeffi-

cients of the initial wave function in the eigenbasis of the
Hamiltonian. If the initial wavefunction is represented
as a vector x0 ∈ CN in the computational basis, then the
wavefunction at time t is obtained by x(t) = U†e−iDtUx0,
where the matrix exponential of the diagonal matrix D

is trivial. While this method is able to access arbitrarily
long times, it is limited by the exponential growth of the
Hilbert space with the size of the system. The computa-
tional complexity of this method is about O(N 3), and the
required memory is O(N 2), effectively limiting the appli-
cability of the method to lattice sizes of ! 16 (if the sys-
tem has no additional symmetries).

5.1.2 Krylov space time evolution

Nautts and Wyatt realized in 1983 [172] that one can
avoid the full diagonalization of the Hamiltonian by us-
ing a Krylov space method to calculate the exact time
evolution |ψ(t + "t)⟩ = e−iĤ "t |ψ(t)⟩. Using the series

Table 1 Comparison of numerical methods for time evolution.
Here m is the number of Krylov vectors, Nt is the number of
time steps, χ is the bond dimension,N is the Hilbert space
dimension and L is the system size.

Time evolution memory CPU L time

ED O(N 2) O(N 3) ≈ 18 ∞

Krylov O(mN ) O(L NtN ) ≈ 30 tmax

tDMRG O(Lχ2) O(L Ntχ
3) > 100 ≈ O(ln χ)

expansion of the exponential, we obtain

e−iĤ "t |ψ (t)⟩ =
∞∑

k=0

(−i"t)k

k!
Ĥ k |ψ (t)⟩ , (48)

which for very small "t may be used directly, but
is numerically inherently unstable [173]. To obtain a
more stable expansion, it is useful to note that the
wave function at time t + "t is well approximated by
a vector in the m dimensional Krylov space Km =
span(|ψ(t)⟩ , Ĥ |ψ(t)⟩ , Ĥ 2 |ψ(t)⟩ , . . . , Ĥ m−1 |ψ(t)⟩). Based
on this observation, an orthonormal basis of the Krylov
space Km is iteratively generated using the numerically
stable Arnoldi algorithm [174] and the Hamiltonian is
projected into this subspace after m iterations, yielding
[173]

e−iĤ "t |ψ (t)⟩ ≈ Vme−iV†
mHVm"te1. (49)

Here the columns of the matrix Vm ∈ CN×m contain the
orthonormal basis vectors of the Krylov space Km, and
e1 ∈ Cm is the first unit vector (which corresponds to
|ψ(t)⟩ in the new basis as this is the first column of Vm).
Note that the matrix V†

mHVm ∈ Cm×m is an upper Hes-
senberg matrix of small dimension m ≪ N , which can
be readily exponentiated using standard methods, such
as a Padé approximation or a rotation to the eigenbasis.
The dimension of the Krylov space m is continuously in-
creased until the wavefunction is converged to the de-
sired precision. This method is very powerful since it
exploits the sparseness of the Hamiltonian and does
not require its full diagonalization. The memory require-
ments and the computational complexity of this ap-
proach are much more favorable compared to exact diag-
onalization (see Table 1). This approach has been used to
study the nonequilibrium dynamics of spin chains with
lengths up to L = 28 [50, 137, 147].
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We present a large-scale exact diagonalization study of the one-dimensional spin-1/2 Heisenberg model in
a random magnetic field. In order to access properties at varying energy densities across the entire spectrum
for system sizes up to L = 22 spins, we use a spectral transformation which can be applied in a massively
parallel fashion. Our results allow for an energy-resolved interpretation of the many-body localization transition
including the existence of an extensive many-body mobility edge. The ergodic phase is well characterized by
Gaussian orthogonal ensemble statistics, volume-law entanglement, and a full delocalization in the Hilbert space.
Conversely, the localized regime displays Poisson statistics, area-law entanglement, and nonergodicity in the
Hilbert space where a true localization never occurs. We perform finite-size scaling to extract the critical edge
and exponent of the localization length divergence.
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Introduction. The interplay of disorder and interactions in
quantum systems can lead to several intriguing phenomena,
amongst which the so-called many-body localization has
attracted a huge interest in recent years. Following precursors
works [1–4], perturbative calculations [5,6] have established
that the celebrated Anderson localization [7] can survive
interactions, and that for large enough disorder, many-body
eigenstates can also “localize” (in a sense to be detailed later)
and form a new phase of matter commonly referred to as the
many-body localized (MBL) phase.

The enormous boost of interest for this topic in recent
years can probably be ascribed to the fact that the MBL
phase challenges the very foundations of quantum statistical
physics, leading to striking theoretical and experimental
consequences [8,9]. Several key features of the MBL phase
can be highlighted as follows. It is nonergodic, and breaks the
eigenstate thermalization hypothesis (ETH) [10–12]: A closed
system in the MBL phase does not thermalize solely following
its own dynamics. The possible presence of a many-body
mobility edge (at a finite energy density in the spectrum)
indicates that conductivity should vanish in a finite temperature
range in a MBL system [5,6]. Coupling to an external bath
will eventually destroy the properties of the MBL phase, but
recent arguments show that it can survive and be detected using
spectral signatures for weak bath coupling [13]. This leads to
the suggestion that the MBL phase can be characterized exper-
imentally, using e.g., controlled echo experiments on reason-
ably well-isolated systems with dipolar interactions [14–17].
Another appealing aspect (with experimental consequences
for self-correcting memories) is that MBL systems can sustain
long-range, possibly topological, order in situations where
equilibrated systems would not [18–22]. Finally, a striking
phenomenological approach [23] pinpoints that the MBL
phase shares properties with integrable systems, with an
extensive number of local integrals of motion [24–26], and
that MBL eigenstates sustain low (area-law) entanglement.
This is in contrast with eigenstates at finite energy density
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in a generic equilibrated system, which have a large amount
(volume law) of entanglement and which are believed to be
well described within a random matrix theory approach.

Going beyond perturbative approaches, direct numerical
simulations of disordered quantum interacting systems provide
a powerful framework to test MBL features in a variety
of systems [14,17,21,27–42]. The MBL transition dealing
with eigenstates at high(er) energy, ground-state methods
are not well adapted. Most numerical studies use full exact
diagonalization (ED) to obtain all eigenstates and energies
and are limited to rather small Hilbert-space sizes dimH ∼
104 [43].

In this Rapid Communication, we present an extensive
numerical study of the periodic S = 1

2 Heisenberg chain in

FIG. 1. (Color online) Disorder (h)—Energy density (ϵ) phase
diagram of the disordered Heisenberg chain, Eq. (1). The ergodic
phase (dark region with a participation entropy volume law coefficient
a1 ≃ 1) is separated from the localized regime (bright region with
a1 ≪ 1). Various symbols (see legend) show the energy-resolved
MBL transition points extracted from finite-size scaling performed
over system sizes L ∈ {14,15,16,17,18,19,20,22}. Red squares
correspond to a visual estimate of the boundary between volume
and area-law scaling of entanglement entropy SE .
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with application to thermopower near the mobility edge

U. Sivan and Y. Imry
School ofPhysics and Astronomy, Tel Aviv Uniuersity, 69978 Tel A uiv, Israel

{Received 24 May 198S)

Various thermoelectric linear transport coefficients are defined and calculated for two reservoirs
connected with ideal multichannel leads and a segment of an arbitrary disordered system. The
reservoirs have different temperatures and chemical potentials. All of the inelastic scattering {and,
thus, the dissipation) is assumed to occur only in the reservoirs. The definitions of the chemical po-
tentials and temperature differences across the sample itself {mostly due to elastic scattering) are
presented. Subtleties of the thermoelectric effects across the sample are discussed. The associated
transport coefficients display deviations from the Onsager relations and from the Cutler-Mott for-
mula for the thermopower {although the deviations vanish for a large number of channels and/or
high resistance). The expression obtained is used to predict the critical behavior of the electronic
thermopower near the mobility edge. It is shown to satisfy a scaling form in the temperature and
separation from the mobility edge.

I. INTRODUCTION AND DISCUSSION
OF THE MODEL

In the studies of conduction in systems with strong
elastic scattering, ' or in the case of the quantum trans-
port through small devices at low temperatures, the ap-
proach due to Landauer' has been extremely useful. In
the original one-dimensional (1D) or single-channel case,
the conductance of noninteracting electrons at a zero tem-
perature, due to a barrier with transmission coefficient T
is given by (including spin degeneracy)

eG=-

The generalization of Eq. (1) to finite temperatures and
an analogous formula for the electronic thermal conduc-
tivity have been discussed by Engquist and Anderson.
The generalization to the many channel case (i.e., arbi-
trary dimensionality) has been the subject of several pa-
pers. ' Here we shall adopt the approach of Buttiker
et al. , ' "whose results are similar to those previously ob-
tained by Azbel. 9
These considerations are especially appropriate for cal-

culating the transport coefficients of a sample due to arbi-
trary elastic scattering (the generalization including inelas-
tic scattering will be discussed elsewhere' ).
In this model, ' described in Fig. 1, the elastic scatterer

is fed by two ideal leads, each supporting N conduction
channels at the Fermi energy (due to, e.g., X different
transverse states of the ideal wire). These leads are driven
from left and right by heat (and electron) reservoirs (HR)
with chemical potentials pl, p2 and temperatures 8&,02,
respectively.
All elastic processes in the sample are represented by a

2NX2% transfer matrix S whose transmission T,J, TJ.
and refiection R,J,R 1 coefficients can mix the left-hand
side (lhs) and right-hand side (rhs) channels. [T~J (TJ} is

the probability of an electron traveling to the right (left) in
the jth channel on the Ihs (rhs) to be transmitted into the
ith channel on the rhs (lhs), and R;J (R J) the probability
of that electron to be back scattered into the ith channel
on the lhs (rhs}.]
%'e point out that in the model considered here, the

thermalization of the electrons, by inelastic scattering, and
hence the Joule energy dissipation occurs only in the out-
side HR's and not in the system itself.
We assume that the left HR maintains a Fermi distri-

bution with chemical potential lsi and temperature ei in
the right propagating states in all channels on the lhs of
the barrier. Similarly, the distribution of the left propaga-
ting states on the rhs is taken to be equal to that in the rhs
HR. A11 other distributions, namely the distributions of
left propagating electrons on the lhs and the right propa-
gating electrons on the rhs are now determined only by
the barrier properties. No interchannel scattering is taken
to occur in the leads.
On the above model we may define a conductance be-

tween the outside reservoirs at zero temperature as the to-
tal current I divided by the chemical potential difference

T, f) w RI f2

R)f) wT) f2

A

+2
8 f22

FIG. 1. Schematics of the model: Two HR's with chemical
potentials pl, p2 and temperatures 81,8~ are connected via ideal
leads and an arbitrary scatterer, represented by the barrier. The
ingoing channels have the distributions of the appropriate HR's,
f~ and f2. The distribution in the outgoing channels is deter-
mined by the transmission and reflection of the barrier. A and
8 are the measurement "points" for p&,p, 8&,8&.
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(a) Direct contact — no energy filter. (b) Energy-filter as heat-engine. (c) Energy-filter as refrigerator.

Fig. 9. The simplest thermoelectric effect to understand is that of an energy filter. In (a) we show direct connection between two reservoirs of electrons
at different temperatures but the same electrochemical potential in the absence of any energy filter. Electrons in occupied (shaded) states want to flow
into empty (white) states, crossing from one reservoir to the other to do so. The resulting flows are marked by the thick black arrows. In the absence of an
energy-filter there is a heat current but no electrical current (the opposite flows of electrons above and below electrochemical potential cancel each other
out). In (b) and (c) we sketch an energy-filter between the hot and cold Fermi seas which blocks all particle flows below a certain energy. In (b) we show
how to use it as a heat-engine, it generates power because the temperature difference means that electrons flow from a region of lower electrochemical
potential (left) to a region of higher electrochemical potential (right). In (c) we show how to use it as a refrigerator, using a potential bias to ensure that
electrons above the Fermi sea can flow out of the cold reservoir, cooling it further.

of the hot reservoir will flow into empty states in the cold reservoir, while electrons in full states below the Fermi surface
of the cold reservoir will flow into empty states in the hot reservoir (see the sketch in Fig. 9a). The result is a flow of heat
from hot to cold, but no flow of charge, because for every electron above the electrochemical potential flowing one way,
there is another electron below the electrochemical potential flowing the other way. However, if one wants an electrical
current, one simply has to put an energy-filter between the reservoirs that blocks the electron flow at certain energies, for
example those energies below the electrochemical potential. Applying this idea in Fig. 9b, an energy-filter can allow the high
energy electrons on the left to flow to the right (indicated by the upper arrow), while stopping the lower energy electrons
on the right to flow to the left (indicated by the lower arrows). Thus there is a net electrical current between the reservoirs.
An electrical machine does work by moving charge from a reservoir with lower electrochemical potential to a reservoir
with higher electrochemical potential, as would be the case if it were charging up a capacitor plate or a battery. Thus a
flow of electrons from left to right only generates electrical work if the electrochemical potential is higher on the right, as
sketched in Fig. 9b. There we show the filter blocking all energies up to certain value, with the electrochemical potential of
the right reservoir being a bit below this value. This system is now converting heat into work, and thus is functioning as a
thermodynamic machine.

One can equally use an energy filter as a refrigerator, to convert electrical power into a heat flow from cold to hot, in
the manner sketched in Fig. 9c. The electron states above the electrochemical potential of the cold reservoir have a higher
occupation than the states at the same energy in the hot reservoir, because the hot reservoir is biased in such a way that
its electrochemical potential is lower than that of the cold reservoir. Electrons above the cold reservoir’s electrochemical
potential will escape over the barrier, thereby cooling the cold reservoir further, despite the fact it is colder than the hot
reservoir. These electrons flow from a region of high electrochemical potential to one of low electrochemical potential,
so work is necessary to maintain the potential difference (supplied by a power source), and ensure that the refrigeration
continues.

For steady-state power generation or refrigeration, a single thermoelectric is rarely enough. The thermoelectric should
carry electrical current, which requires that one form a circuit for this current flow. The most common way to form a circuit
is with a thermocouple, as in Fig. 2a, in which one has two thermoelectrics with different (ideally opposite) thermoelectric
responses. Fig. 10 shows a sketch of how a thermocouple made of two energy-filters works at the microscopic level. Filter 1
lets pass electrons with energies above the electrochemical potential of the central region, while filter 2 lets pass electrons
with energies below the electrochemical potential of the central region. In Fig. 10a, the heat source maintains the central
region at a higher temperature than the rest of the system (cold reservoirs, load, etc.), by exciting electrons (red arrow).
Electrons flow in from the left (black arrow) below the electrochemical potential of the central region to fill the holes in
the central region’s Fermi sea, even though the electrochemical potential is lower on the left than in the central region.
Electrons above the central region’s electrochemical potential flow out to the right, even though that means they flow into
a region with higher electrochemical potential. This means the thermocouple is causing an electrical current against a bias.
This means that it can drive electrical current through a load, which converts that electrical work into some other form of
work (mechanical, chemical, etc.).

In Fig. 10b, the central region is being refrigerated by the bias applied to the thermoelectrics by the power supply, so it
is colder than the ambient temperature. In such cases, we cannot rule out a back-flow of heat from the environment in the
form of phonons or photons opposing the refrigeration, which excites electrons in the central region (red arrow). This heat
must be removed by the thermoelectrics.

In both cases, we assume that there is a weak thermalization process in the central region, whichmeans that any electron
entering that region at higher energy (or any electron excited by heat arriving from a heat source or back-flow from the
environment) dissipates that energy to the other electrons in the central region, before arriving at either energy filter. Thus
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Now try to compute expectation value in steady state

hĵ`i = tr(⇢̂1ĵ`)
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model. Analytical perturbative results will serve as a
springboard for the discussion of transport for not so small
values of !< 1. We split the Lindblad superoperator into

two parts, L ¼ Lð0Þ þ !LðzzÞ, where Lð0Þ is the part for
! ¼ 0, while LðzzÞ is the perturbation, i.e., LðzzÞð!Þ ¼
i½!;Pj"

z
j"

z
jþ1&. For ! ¼ 0 the NESS solution of this

master equation, denoted by !0, is nondegenerate and
ballistic and can be neatly written in a matrix product
operator form with matrices of fixed dimension 4 [21].
Perturbation series ansatz for the NESS for small ! is ! ¼
!0 þ ! ' !1 þ!2 ' !2 þ ' ' ' . We want to calculate the
first two orders in!. Also, in all terms wewill be interested
only in the lowest order terms in the driving #, meaning
that we study linear-response behavior. Plugging this an-

satz into NESS equation Lð!Þ ¼ 0, using Lð0Þð!0Þ ¼ 0,
and then equating terms with the same order in !,
gets us two matrix equations, Lð0Þð!1Þ ¼ (LðzzÞð!0Þ and
Lð0Þð!2Þ ¼ (LðzzÞð!1Þ. A known zeroth-order solution !0

can be used to get inhomogeneous terms in the linear
equations for !1, which can in turn be used to get !2.
The only problem is that the number of linear equations is
exponentially large in the length of the chain n.
Nevertheless, several general remarks can be made be-
cause we know !0 (it contains only "

z
1;n, spin current jk ¼

2ð"x
k"

y
kþ1 ( "y

k"
x
kþ1Þ, and their products) and the action of

Lð0Þ and LðzzÞ: the first order term !1 does not contain any
magnetization"z

j or spin current jk; they appear only in the

2nd order term !2. Therefore, to the lowest order in per-
turbation ! the current and the magnetization profile do
not change. They are the same as for the ballistic XXmodel
at ! ¼ 0. Because the perturbation of a nondegenerate
NESS is nonsingular, fixing n, one can always find a
sufficiently small ! such that the perturbative expansion
will converge and the system is ballistic. However, for the
transport in the thermodynamic limit the relevant order of
limits is first fixing! and# and only then sending n ! 1.

This limit is more difficult to treat because higher order
terms, for instance !2, can grow with n faster than the first
order term !1, causing the convergence radius to shrink as
n ! 1. As we will see, this is indeed what happens.
We have found the exact expressions for !1 and !2 for

small n ) 7; the coefficients in front of all the terms are
rational functions with a rather large denominators and as
such not very transparent. We therefore do not give their
precise form here but rather focus on their scaling with n in
order to infer the convergence radius of the perturbative
expansion. Because we are interested in the spin transport,
we need to know the behavior of the correction in !2 that
involves "z

j and spin current jk. It turns out that the correc-

tion in the current is the same for all sites while the correc-
tion to the magnetization depends on the position. For the
spin current, the coefficient in front of the term jk=2

n is,
(# 67

404 for n ¼ 4, (# 69 235
513 248 for n ¼ 5, while it is

(# 45 569 624 481
243 264 258 368 for n ¼ 6 and (# 56 317 144 998 719 121 983

117 362 105 703 777 609 136

for n ¼ 7. If one looks at the dependence of these
coefficients on n one notices that it is to a very good
approximation linear. Fitting gives the dependence cðnÞ ¼
0:4286ðn( 2:436Þ, with deviations being possibly expo-
nentially small inn. Similar corrections, all growing linearly
with n are also found for"z

j (the one for"
z
1 is in fact equal to

(2 times the one for the current, for other spins prefactors
are larger). To sum up, the expectation value of the spin
current is to order !2 (and to linear order in #) equal to
hjki * #(#!20:429ðn( 2:436Þ. Because the 2nd order
correction grows with the system size, the perturbative
expansion holds only for ! ) 1=

ffiffiffi
n

p
, and therefore breaks

down in the thermodynamic limit. Unfortunately, from our
analytical calculation one therefore cannot decide about the
nature of the spin transport at finite ! [22].
For larger ! we used time-dependent density renormal-

ization (tDMRG) simulations [14] with # ¼ 0:02 to get
expectations of magnetization and spin current in the
NESS. Results are in Fig. 1. For!< 1 the current saturates
for sufficiently large n, with the saturation current mono-
tonically decreasing with !. The system is therefore bal-
listic. For small !< 0:5 the characteristic nc at which j
converges to a constant value scales as +1=!2, which is
the same as the scaling of the analytical perturbative result.
Even though perturbation theory fails as n ! 1, the scal-
ing !2n ¼ const. apparently carries over beyond the per-
turbative result.
Isotropic.—At the isotropic point the spin current at

fixed driving scales as j+ 1=
ffiffiffi
n

p
, nicely seen in tDMRG

data in Fig. 2. The isotropic Heisenberg model at infinite
temperature therefore display anomalous diffusion, with
the diffusion constant diverging asD+ ffiffiffi

n
p

. This is the first
observation of an anomalous diffusion in a coherent
(Hamiltonian) quantum system. Furthermore, the magne-
tization profile along the chain has a nice scaling with n
and #. As can be seen in Fig. 2, the dimensionless scaling
function looks to be very close to arcsinx; however,
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current converges to a n-independent value, signaling a ballistic
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! the scaling seems to be different.
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jþ1&. For ! ¼ 0 the NESS solution of this

master equation, denoted by !0, is nondegenerate and
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operator form with matrices of fixed dimension 4 [21].
Perturbation series ansatz for the NESS for small ! is ! ¼
!0 þ ! ' !1 þ!2 ' !2 þ ' ' ' . We want to calculate the
first two orders in!. Also, in all terms wewill be interested
only in the lowest order terms in the driving #, meaning
that we study linear-response behavior. Plugging this an-

satz into NESS equation Lð!Þ ¼ 0, using Lð0Þð!0Þ ¼ 0,
and then equating terms with the same order in !,
gets us two matrix equations, Lð0Þð!1Þ ¼ (LðzzÞð!0Þ and
Lð0Þð!2Þ ¼ (LðzzÞð!1Þ. A known zeroth-order solution !0
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2nd order term !2. Therefore, to the lowest order in per-
turbation ! the current and the magnetization profile do
not change. They are the same as for the ballistic XXmodel
at ! ¼ 0. Because the perturbation of a nondegenerate
NESS is nonsingular, fixing n, one can always find a
sufficiently small ! such that the perturbative expansion
will converge and the system is ballistic. However, for the
transport in the thermodynamic limit the relevant order of
limits is first fixing! and# and only then sending n ! 1.

This limit is more difficult to treat because higher order
terms, for instance !2, can grow with n faster than the first
order term !1, causing the convergence radius to shrink as
n ! 1. As we will see, this is indeed what happens.
We have found the exact expressions for !1 and !2 for

small n ) 7; the coefficients in front of all the terms are
rational functions with a rather large denominators and as
such not very transparent. We therefore do not give their
precise form here but rather focus on their scaling with n in
order to infer the convergence radius of the perturbative
expansion. Because we are interested in the spin transport,
we need to know the behavior of the correction in !2 that
involves "z
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tion to the magnetization depends on the position. For the
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for n ¼ 7. If one looks at the dependence of these
coefficients on n one notices that it is to a very good
approximation linear. Fitting gives the dependence cðnÞ ¼
0:4286ðn( 2:436Þ, with deviations being possibly expo-
nentially small inn. Similar corrections, all growing linearly
with n are also found for"z

j (the one for"
z
1 is in fact equal to

(2 times the one for the current, for other spins prefactors
are larger). To sum up, the expectation value of the spin
current is to order !2 (and to linear order in #) equal to
hjki * #(#!20:429ðn( 2:436Þ. Because the 2nd order
correction grows with the system size, the perturbative
expansion holds only for ! ) 1=

ffiffiffi
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p
, and therefore breaks

down in the thermodynamic limit. Unfortunately, from our
analytical calculation one therefore cannot decide about the
nature of the spin transport at finite ! [22].
For larger ! we used time-dependent density renormal-

ization (tDMRG) simulations [14] with # ¼ 0:02 to get
expectations of magnetization and spin current in the
NESS. Results are in Fig. 1. For!< 1 the current saturates
for sufficiently large n, with the saturation current mono-
tonically decreasing with !. The system is therefore bal-
listic. For small !< 0:5 the characteristic nc at which j
converges to a constant value scales as +1=!2, which is
the same as the scaling of the analytical perturbative result.
Even though perturbation theory fails as n ! 1, the scal-
ing !2n ¼ const. apparently carries over beyond the per-
turbative result.
Isotropic.—At the isotropic point the spin current at

fixed driving scales as j+ 1=
ffiffiffi
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, nicely seen in tDMRG

data in Fig. 2. The isotropic Heisenberg model at infinite
temperature therefore display anomalous diffusion, with
the diffusion constant diverging asD+ ffiffiffi

n
p

. This is the first
observation of an anomalous diffusion in a coherent
(Hamiltonian) quantum system. Furthermore, the magne-
tization profile along the chain has a nice scaling with n
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deviations seen in the figure seem to be larger than the
finite-size or numerical accuracy effects.

Large !.—Perhaps the most interesting regime is for
!> 1 where numerical calculations point to a diffusive
transport at infinite temperature [14,15]. Because analyti-
cal treatment seems to be hard, we choose to study the case
of large !, where the Hamiltonian is close to the Ising one.
The case of large ! can be equivalently reformulated
with the Hamiltonian H ¼ Pn"1

j¼1 !ð"x
j"

x
jþ1 þ "y

j"
y
jþ1Þ þ

"z
j"

z
jþ1, with ! ¼ 1=! [23]. The NESS for ! ¼ 0 is ex-

ponentially degenerate. It is easy to see that the eigenvector
of a dissipative bath part is Lbath

1 ð1"#"z
1Þ ¼ 0 at the left

end and Lbath
n ð1þ#"z

nÞ ¼ 0 at the last spin. Because of
½"z

j; H!¼0' ¼ 0, any operator of the form ð1"#"z
1Þ ( x (

ð1þ#"z
nÞ, with x being an arbitrary combination of 1j

and "z
j, is a zero eigenstate of the Lindblad superoperator,

i.e., the NESS. There are 2n"2 independent states of this
form. Besides these, there are additional NESS states,
namely, those for which Lð!¼0ÞðxÞ ¼ 0 holds and where x
now includes also "x;y

j . This increases the degeneracy even

further. Because of this high degeneracy, perturbation the-
ory is more difficult than for small!. An important thing to
note is that the NESS for such Ising chain can support an
arbitrary magnetization profile, while the spin current is
always zero. The Ising spin chain is therefore a perfect
insulator. Exponentially high degeneracy can now be
understood also as being due to the isolation of the bulk
from the boundaries, so that spins in the bulk ‘‘do not
know’’ about the reservoirs at the boundaries. High degen-
eracy is therefore generic and cannot be removed by a
different choice of Lindblad operators. Perturbation !
breaks this high degeneracy making the NESS nondegen-
erate. The gap between two eigenvalues of the Lindblad
superoperator, with the largest real parts, scales as !2 for
small perturbations. This means that if wewant to calculate
the lowest order corrections in the NESS exactly, we have
to expand it up to order !2. Perturbative expansion can be
for small # written as $ ¼ 1

2n ð1þ#$0 þ#!$1 þ
#!2$2 þ ) ) )Þ. The resulting linear equations for unknown

$0, $1, and $2 areLð0Þð$0Þ ¼ 0,Lð0Þð$1Þ þLðxxÞð$0Þ ¼ 0,
and Lð0Þð$2Þ þLðxxÞð$1Þ ¼ 0, where we have split the
superoperator into an unperturbed part Lð0Þ and the per-
turbationLðxxÞð$Þ ¼ i½$;Pj"

x
j"

x
jþ1 þ "y

j"
y
jþ1'. Using the

appropriate ansatz, we have obtained exact solutions for
small n * 9; however, they are again complicated, involv-
ing many terms. We only point out features important for
the spin transport. The first observation is that $0 can
contain only terms that are already present in the NESS
for ! ¼ 0. This includes magnetization, but not the spin
current. Therefore, operators "z

j will be present in $0,

while the spin current will be present only in the first order
term $1 (because LðxxÞð"z

jÞ will result in the current). Spin

current is therefore always proportional to ! (¼ 1=!),
while the magnetization scales as !0. Writing out the
equation involving the coefficient c=4 in front of the spin
current jk in $1, one gets c=2 ¼ z1 " z2 " ðh1;2z3Þ, where
zk is the coefficient in front of "z

k in $0 and ðh1;2z3Þ is the
coefficient in front of ð"x

1"
x
2 þ "y

1"
y
2Þ"z

3 in $1. Our exact
analytical solutions for small n’s show that the term
ðh1;2z3Þ is always equal to c=2 for n + 4. Therefore, for
large n one has an exact relation c ¼ z1 " z2. This states
that if the magnetization profile is linear on average, then
the spin current scales as ,1=n and the transport is dif-
fusive. Of course, showing that z1 " z2 , 1=n might be no
easier than showing this for the current. Exact solutions
give the expectation value of the current j¼!#trðjk$1Þ=2n
as ðn" 1Þ ) j=ð2#!Þ ¼ 3, 5

2 , 2,
25
12 ,

195
88 ,

225 127
101 088 , for n ¼

3; . . . ; 8. To access the limiting value we have looked at
the convergence of j=!r# ¼ ðn" 1Þðz1 " z2Þ with n. If
the transport is diffusive, this coefficient should converge
to the diffusion constant D. In the Fig. 3 we plot the values
of these exact coefficients, together with numerically ob-
tained ones for n * 24. The scaling seems to be linear in
1=n enabling us to obtain the limiting value of the coeffi-
cient as n ! 1. Using this limit we can predict that the
spin current goes as j≍ !2# 2:95

n þOð#!3Þ, resulting in the
diffusion constant [24]

D≍ 2:95=!: (3)
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FIG. 2 (color online). Left frame: the scaling of the spin
current on the system size n for ! ¼ 1. The current decays
only as,1=

ffiffiffi
n

p
(solid line), indicating a superdiffusive transport.

Right frame: Scaling of the magnetization profile at ! ¼ 1 (two
overlapping dashed curves) is very similar to arcsinx (red solid
curve). For !< 1 the profile is flat (dot-dashed curve).
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denoted simply by j. The Lindblad driving that we use is in
a way the simplest one that will induce a nonzero spin
current while at the same time the disorder-averaged energy
current is zero. Therefore, we are able to focus exclusively
on spin transport. Note that by an antisymmetric disorder
with hk ¼ −hLþ1−k we can achieve that the NESS energy
current is zero for each disorder realization, which though
leads to the same results for large L [37].
Current scaling.—For each disorder realization we solve

the Lindblad equation for the NESS ρ∞ using a t-DMRG
method, simulating time evolution ρðtÞ until the state
converges to ρ∞ (for L ≤ 8 we also used exact diagonal-
ization). We can reach systems with up to L ¼ 400 sites
[38], thereby revealing new interesting physics. Details of
our t-DMRG implementation can be found in Ref. [26]; for
numerical parameters, see Ref. [37].
We perform ensemble averaging of theNESS spin current

j to obtain the average current, which is our main quantity
of interest. The disorder sample sizeM is chosen for each h
and Δ such that the estimated statistical uncertainty
σðjÞ=

ffiffiffiffiffi
M

p
, where σðjÞ is standard deviation of the NESS

current, is ≈2% or less. For an example of σðjÞ, see Fig. 2.
We have also studied the whole NESS spin current prob-
ability distribution pðjÞ for our disorder ensemble, finding
that for small h (e.g., h ¼ 0.5) it is well described by a
Gaussian, while at larger h (e.g., h ¼ 2) it is clearly non-
Gaussian, though being well described by a log-normal
distribution. We also observe [37] that away from the MBL
transition relative current fluctuations σðjÞ=j go to zero in
the TDL, as expected for an ergodic phase.
For h < hc3 we expect the average current to scale as

j ∼ 1=Lγ [in the MBL phase h > hc3 one would instead
have j ∼ exp ð−κLÞ], which is indeed borne out by numeri-
cal results. We recall that γ ¼ 1 signifies a diffusive
transport (and validity of a phenomenological transport
law j ¼ −D∇sz, where D is a diffusion constant), while
γ > 1 is called subdiffusive (γ → ∞ signifying localization,
e.g., for h ≥ hc3), and γ < 1 is a superdiffusive transport
(γ ¼ 0 being ballistic). All other scaling exponents can be
expressed in terms of γ, provided there is only one scaling
exponent. Scaling j ∼ 1=Lγ implies that a finite-size
diffusion constant goes as D ∼ L1−γ , while the current
autocorrelation function decays as Cjj ¼ hjðtÞjð0Þi ∼ 1=tη

with η ¼ 2γ=ð1þ γÞ. Assuming the variance of initial
inhomogeneities to grow as hx2ic ∼ t2β, meaning that an
excitation needs time t ∼ L1=β to traverse the system, at
fixed excitation density the current will scale as j ∼ L=t,
resulting in the relation β ¼ 1=ðγ þ 1Þ, which has been
observed in a number of classical systems [39]. Spin
autocorrelation function in turn scales as CzzðtÞ ∼ 1=tβ at
long times and, using the continuity equation in momentum
space, the low-frequency conductivity will in turn scale as
σðωÞ ∼ ωα with α ¼ ðγ − 1Þ=ðγ þ 1Þ.
From data for the average current [Fig. 2(a)] we can

extract the scaling exponent γ and plot it as a function of h

[Fig. 2(b)]. At the isotropic point Δ ¼ 1 (i) we find a
transition from subdiffusive (for h > hc2) to diffusive
transport at hc2 ≈ 0.55 (for more precise data, see
Ref. [37]), and (ii) there is another transition at hc1 ¼ 0
at which spin transport in the TDL goes discontinuously
from diffusive to superdiffusive γ ¼ 0.5 [31,32].
Repeating the analysis for Δ ≠ 1 [37] we find at Δ ¼ 1.2

and the smallest h ¼ 0.05 considered that γ ¼ 1.01% 0.01,
and therefore determine hc2ðΔ ¼ 1.2Þ ≲ 0.05. On the other
hand, varying Δ at fixed h ¼ 0.1, 0.25, 0.4, we find
transition points at critical Δ equal to ≈1.05; 1.12; 1.07,
respectively, decreasing as h → 0. We therefore conclude
that the phase line likely connects to the pointΔ ¼ 1, h ¼ 0
(see Fig. 1). In the gapped phase Δ > 1, where the
clean model displays spin diffusion at high temperature
(although higher current moments seem to have a non-
diffusive scaling [40]), a very weak disorder suffices
for the onset of subdiffusion. For Δ ¼ 0.5 the transition
point is hc2ðΔ ¼ 0.5Þ ≈ 0.60, while for Δ ¼ 0.3 it is
hc2ðΔ ¼ 0.3Þ ≈ 0.45, and therefore decreases for weak
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FIG. 2. Spin transport in the ergodic phase of the Heisenberg
model. (a) Scaling of the average NESS spin current j with
system size, j ∼ 1=Lγ , for Δ ¼ 1. Points are numerical data, lines
are best fitting 1=Lγ , with γ ¼ 1 for 0 < h < hc2 ≈ 0.55 (black),
and γ > 1 for hc2 < h < hc3 (red). For h ¼ 1, h ¼ 0.5 and
h ¼ 0.25 the gray shading denotes standard deviation σðjÞ of
current distribution (for h ¼ 0.25 it is barely visible as it is
smaller than the size of square points). (b) Dependence of γ on
the disorder strength. At a critical disorder strength hc2 one gets a
transition from diffusive to subdiffusive spin transport, while at
hc1 ¼ 0 there is a discontinuous transition from superdiffusive
(for h ¼ 0) to diffusive for hc1 < h < hc2. Inset: similar data for
Δ ¼ 1.2 and Δ ¼ 0.5.
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Dephasing but no disorder
At the isotropic point: � = 1 ⌫ = 1/2



emergent length scale
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emergent length scale - weak dephasing

 0.1

 1

 0.1  1  10  100

j/(
2

µ
 γ

0
.3

3
)

x=L•γ0.66

1.6/x0.5

2.4/x
γ=0.1

γ=0.05
γ=0.01

γ=0.002

 0.01  0.1  1  10
10-1

100

101

D

γ

2.4/γ0.33

2.2/γ

axis rescaled
x = L/L�

j
0
= jL�

Universal form
j

0 / x

�⌫
, x  1

j

0 / x

�1
, x � 1



Dephasing low disorder
|h| = 0.2System is diffusive in absence of dephasing 

� = 1, ⌫ = 1/2



Dephasing “higher” disorder
System is sub-diffusive in absence of dephasing |h| = 1.5



Dephasing “higher” disorder
System is sub-diffusive in absence of dephasing |h| = 1.5



Extraction of diffusion coefficient
System is sub-diffusive in absence of dephasing |h| = 1.5

L� = �� 1
⌫+1

Identified length scale 
after which disorder  
becomes important

Can compete with 

L⇤ / h�⌘, ⌘ = 1.33L⇤ / h�⌘, ⌘ = 1.33



Extraction of diffusion coefficient
System is sub-diffusive in absence of dephasing |h| = 1.5

L� = �� 1
⌫+1

Identified length scale 
after which disorder  
becomes important

Can compete with 

Dephasing enhanced transport !!!
L⇤ / h�⌘, ⌘ = 1.33L⇤ / h�⌘, ⌘ = 1.33



Main Points for steady state transport

- Boundary driving can be a useful tool to understand 
asymptotic transport at high energy densities

- Large L scaling of xxz with disorder is highly non trivial

Our work on disorder + dephasing shows that dephasing 
enhanced transport must exist due to competition of 

lenghtscales

Generically, the weak disorder limit physics is dominated by 
the clean system physics



Work in progress

With Marlon Brenes 

See poster at conference
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Figure 6. Level spacing distribution P (s) for the anisotropic Heisenberg model in
the presence of a single magnetic impurity placed in the middle of the chain. The red
line corresponds to a Poissonian distribution e�s, while the blue line depicts a Wigner-
Dyson distribution (⇡s/2)e�⇡s2/4. Results are for N = 16, ↵ = 1.0 and � = 0.5 in the
null magnetisation sector
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anisotropic Heisenberg model in the presence of a single magnetic impurity (HSI).
Driving parameters are � = 1.0 and µ = 0.001.
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Spectral properties and level spacing statistics
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3. The XXZ model in the presence of a staggered magnetic field

We start our analysis with the XXZ model in the presence of a transversed staggered

magnetic field. While it’s known that the gapless XXZ model (� = 0.5) exhibits ballistic

spin transport and it’s therefore an ideal conductor [3], breaking integrability globally by

means of a magnetic field placed on next-neighbouring sites renders the system chaotic

and conduction across the system exhibits di↵usive transport [4].

It is a common practice to use level spacing statistics (LSS) as a signal when a

system crosses the onset of quantum chaos, the distribution P (s
n

) of spacings s
n

of

neighbouring energy levels shows di↵erent behaviours depending on the regime of the

system. Here we define s
n

= E
n+1 �E

n

normalised to the average level spacing. For an

integrable system; these levels are expected to be independent from each other, show

no correlation and crossings are not prohibited. Therefore, the statistics of the levels in

this case follow those of a Poisson process with

P (s) = e�s. (17)

On the other hand, energy levels repel each other and become correlated in a quantum

chaotic system. As can be obtained from a result of random matrix theory, the levels

follow a Wigner-Dyson distribution given by

P (s) =
⇡s

2
e

�⇡s2

4 . (18)
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Figure 2. Level spacing distribution P (s) for the anisotropic Heisenberg model
in the presence of a staggered magnetic field. The red line corresponds to a
Poissonian distribution e�s, while the blue line depicts a Wigner-Dyson distribution
(⇡s/2)e�⇡s2/4. Results are for N = 16, ↵ = 1.0 and � = 0.5 in the null magnetisation
sector

PN
j=1h�̂z

j i = 0. Spin reversal symmetry has to be broken in order to obtain the
correct distribution, here done by not applying the field to the first site.

We show the behaviour of the LSS of the H
SF

model described in Eq. 2 for di↵erent

strengths of the magnetic field in Fig. 2. In order to obtain the correct level spacing
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Magnetisation profiles in the steady state
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Figure 4. Magnetisation profile of the non-equilibrium steady state for the anisotropic
Heisenberg model in the presence of a staggered magnetic field with |b| = 0.5. These
profiles were obtained for � = 0.5, � = 1.0 and µ = 0.001. (a) Actual magnetisation
profiles and (b) averaged to next site.

linearises the profile.

As depicted in Fig. 4(b), asides from boundary e↵ects, the profile of magnetisation

is almost exactly linear.

We then proceed to evaluate the expectation value of the spin current operator

shown in Eq. 14 for di↵erent system sizes in the non-equilibrium steady state, where

the value of the current is homogenous for every site, and obtain the di↵usion equation

parameters by means of finite size scaling as presented in Fig. 5. We find

hji
2��z

ave

=
⌧

(N � 10)⌫
(20)

with ⌧ = 19.3 as the di↵usion coe�cient and ⌫ = 0.98. This is a well known result for a

system with integrability breaking that exhibits di↵usive transport, i.e, hji/��z / 1/N .
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Figure 4. Magnetisation profile of the non-equilibrium steady state for the anisotropic
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linearises the profile.

As depicted in Fig. 4(b), asides from boundary e↵ects, the profile of magnetisation

is almost exactly linear.

We then proceed to evaluate the expectation value of the spin current operator

shown in Eq. 14 for di↵erent system sizes in the non-equilibrium steady state, where

the value of the current is homogenous for every site, and obtain the di↵usion equation

parameters by means of finite size scaling as presented in Fig. 5. We find

hji
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ave

=
⌧

(N � 10)⌫
(20)

with ⌧ = 19.3 as the di↵usion coe�cient and ⌫ = 0.98. This is a well known result for a

system with integrability breaking that exhibits di↵usive transport, i.e, hji/��z / 1/N .
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Transport is diffusive 
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Figure 5. Scaling of the expectation value of the current operator in the non-
equilibrium steady state measured at the centre of the chain as a function of system
size (N = 60, 70, 80, 90, 100) for � = 0.5 and |b| = 0.5 for the anisotropic Heisenberg
model in the presence of a staggered magnetic field. Driving parameters are � = 1.0
and µ = 0.001. We discarded 5 sites at the edges of the chain to account for boundary
e↵ects.

4. The XXZ model in the presence of a single magnetic impurity

In light of the spin transport behaviour of the XXZ model in the presence of a staggered

magnetic field, it is our intend to investigate such behaviour when other di↵erent forms

of local breaking of integrability are applied in a boundary driven setting.

An interesting case of study corresponds to the addition of a single magnetic

impurity to the XXZ model Hamiltonian at the centre of the chain, which, regardless

of the O(1/L) perturbation, exposes similar spectral properties as the system with a

global magnetic perturbation of order O(L). In particular, the system in the presence of

a single magnetic impurity shows energy level repulsion and correlation. These spectral

properties are normally related to conduction regimes in the system. Our objective

is to probe the conduction characteristics of the system when employing this form of

integrability breaking. We start our analysis by looking at the form of the LSS of the

system, shown in Fig. 6. As before, there’s a shift between a regime with Poissonian

statistics and a system with Wigner-Dyson statistics. The mechanism employed to

obtained the LSS in this case is the same we used for the H
SF

model. The magnetic

impurity break spin-reversal symmetry so di↵erent parity sectors need not be taken into

account to obtain the correct level spacing distribution.

hji / 1/L



Doping (super-undercooked) 
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Role of interactions? 
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Welcome ! 



Thank you for your time 


