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Foundations of quantum statistical mechanics

Quantum ergodicity: John von Neumann ‘29
(Proof of the ergodic theorem and the
H-theorem in quantum mechanics)

Recent works (keywords)

Tasaki ‘98
(From Quantum Dynamics to the Canonical Distribution. . . )
Goldstein, Lebowitz, Tumulka, and Zanghi ‘06
(Canonical Typicality)
Popescu, Short, and A. Winter ‘06
(Entanglement and the foundation of statistical mechanics)

Goldstein, Lebowitz, Mastrodonato, Tumulka, and Zanghi ‘10
(Normal typicality and von Neumann’s quantum ergodic theorem)

MR and Srednicki ‘12
(Alternatives to Eigenstate Thermalization)
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Experiment with ultracold bosons in one dimension

Effective 1D δ potential
M. Olshanii, PRL 81, 938 (1998).

U1D(x) = g1Dδ(x)

Lieb-Liniger parameter

γ =
mg1D
~2ρ

Observables (density and momentum
distribution functions) equilibrated to

nonthermal distributions
T. Kinoshita, T. Wenger, and D. S. Weiss,

Nature 440, 900 (2006).
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Dipolar quantum Newton’s cradle (dysprosium atoms)

Y. Tang, W. Kao, K.-Y. Li, S. Seo, K. Mallayya, MR, S. Gopalakrishnan, and B. L. Lev,
Phys. Rev. X 8, 021030 (2018).
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Classical chaos and integrability

Particle trajectories in a circular cavity and a Bunimovich stadium (scholarpedia)

A Hamiltonian H(p,q), with q = (q1, · · · , qN ) and p = (p1, · · · , pN ), is
said to be integrable if there are N functionally independent constants
of the motion I = (I1, · · · , IN ) in involution:

{Iα, H} = 0, {Iα, Iβ} = 0, where {f, g} =
∑
i=1,N

∂f

∂qi

∂g

∂pi
− ∂f
∂pi

∂g

∂qi
.

Liouville’s integrability theorem: (p,q)→(I,Θ), so that H(p,q)→H(I).

Chaos: exponential sensitivity of the trajectories to perturbations
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Random matrix theory
Wigner (1955) & Dyson (1962): Statistical properties of the spectra of
complex quantum systems (in a narrow energy window) can be pre-
dicted from the statistical properties of the spectra of random matrices
(with the appropriate symmetries). It was used with great success to
understand the spectra of complex nuclei.

Distribution of level spacings for the “Nuclear Data Ensemble”

FIG. 1. Nearest neighbor spacing distribution for the “Nuclear Data Ensemble” comprising 1726 spacings (histogram)
versus s = S/D with D the mean level spacing and S the actual spacing. For comparison, the RMT prediction labelled GOE
and the result for a Poisson distribution are also shown as solid lines. Taken from Ref. 1.

I. INTRODUCTION

During the last ten years, Random Matrix Theory (RMT) underwent an unexpected and rapid development: RMT
has been successfully applied to an ever increasing variety of physical problems.

Originally, RMT was designed by Wigner to deal with the statistics of eigenvalues and eigenfunctions of complex
many–body quantum systems. In this domain, RMT has been successfully applied to the description of spectral
fluctuation properties of atomic nuclei, of complex atoms, and of complex molecules. The statistical fluctuations of
scattering processes on such systems were also investigated. We demonstrate these statements in Figs. 1, 2 and 3,
using examples taken from nuclear physics. The histogram in Fig. 11 shows the distribution of spacings of nuclear
levels versus the variable s, the actual spacing in units of the mean level spacing D. The data set comprises 1726
spacings of levels of the same spin and parity from a number of different nuclei. These data were obtained from
neutron time–of–flight spectroscopy and from high–resolution proton scattering. Thus, they refer to spacings far from
the ground–state region. The solid curve shows the random–matrix prediction for this “nearest neighbor spacing
(NNS) distribution”. This prediction is parameter–free and the agreement is, therefore, impressive. Typical data
used in this analysis are shown in Fig. 22. The data shown are only part of the total data set measured for the
target nucleus 238U. In the energy range between neutron threshold and about 2000 eV, the total neutron scattering
cross section on 238U displays a number of well–separated (“isolated”) resonances. Each resonance is interpreted as
a quasibound state of the nucleus 239U. The energies of these quasibound states provide the input for the statistical
analysis leading to Fig. 1. We note the scale: At neutron threshold, i.e. about 8 MeV above the ground state,
the average spacing of the s–wave resonances shown in Fig. 2 is typically 10 eV! What happens as the energy E
increases? As is the case for any many–body system, the average compound nuclear level spacing D decreases nearly
exponentially with energy. For the same reason, the number of states in the residual nuclei (which are available for
decay of the compound nucleus) grows strongly with E. The net result is that the average width Γ of the compound–
nucleus resonances (which is very small compared to D at neutron threshold) grows nearly exponentially with E.
In heavy nuclei, Γ ≥ D already a few MeV above neutron threshold, and the compound–nucleus resonances begin
to overlap. A few MeV above this domain, we have Γ ≫ D, and the resonances overlap very strongly. At each
bombarding energy, the scattering amplitude is a linear superposition of contributions from many (roughly Γ/D)
resonances. But the low–energy scattering data show that these resonances behave stochastically. This must also
apply at higher energies. Figure 33 confirms this expectation. It shows an example for the statistical fluctuations
(“Ericson fluctuations”4) seen in nuclear cross sections a few MeV above neutron threshold. These fluctuations are
stochastic but reproducible. The width of the fluctuations grows with energy, since ever more decay channels of the
compound nucleus open up. Deriving the characteristic features of these fluctuations as measured in terms of their
variances and correlation functions from RMT posed a challenge for the nuclear physics community.

These applications of RMT were all in the spirit of Wigner’s original proposal. More recently, RMT has found
a somewhat unexpected extension of its domain of application. RMT has become an important tool in the study
of systems which are seemingly quite different from complex many–body systems. Examples are: Equilibrium and
transport properties of disordered quantum systems and of classically chaotic quantum systems with few degrees of
freedom, two–dimensional gravity, conformal field theory, and the chiral phase transition in quantum chromodynamics.

4

T. Guhr et al., Physics Reports 299, 189 (1998).
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Semi-classical limit: Statistics of energy levels
Berry-Tabor conjecture (1977): The statistics of level spacings of quan-
tum systems whose classical counterpart is integrable is described by
a Poisson distribution. (Energy eigenvalues behave like a sequence of
independent random variables.)

Bohigas, Giannoni, and Schmit (1984): At high energies, the statistics
of level spacings of a particle in a Sinai billiard is described by a Wigner-
Dyson distribution. This was conjecture to apply to quantum systems
that have a classically chaotic counterpart (violated in singular cases).

Distribution of level spacings: rectangular and chaotic cavities

0.7r

0.4r

Ω

(1, 1)

(0, 0)

Figure 1. One of the regions proven by Sinai to
be classically chaotic is this region Ω
constructed from line segments and circular
arcs.

Traditionally, analysis of the spectrum recovers
information such as the total area of the billiard,
from the asymptotics of the counting function
N(λ) = #{λn ≤ λ}: As λ → ∞, N(λ) ∼ area

4π
λ

(Weyl’s law). Quantum chaos provides completely
different information: The claim is that we should
be able to recover the coarse nature of the dynam-
ics of the classical system, such as whether they
are very regular (“integrable”) or “chaotic”. The
term integrable can mean a variety of things, the
least of which is that, in two degrees of freedom,
there is another conserved quantity besides ener-
gy, and ideally that the equations of motion can be
explicitly solved by quadratures. Examples are the
rectangular billiard, where the magnitudes of the
momenta along the rectangle’s axes are conserved,
or billiards in an ellipse, where the product of an-
gular momenta about the two foci is conserved,
and each billiard trajectory repeatedly touches a
conic confocal with the ellipse. The term chaotic
indicates an exponential sensitivity to changes
of initial condition, as well as ergodicity of the
motion. One example is Sinai’s billiard, a square
billiard with a central disk removed; another class
of shapes investigated by Sinai, and proved by him
to be classically chaotic, includes the odd region
shown in Figure 1. Figure 2 gives some idea of how
ergodicity arises. There are many mixed systems
where chaos and integrability coexist, such as the
mushroom billiard—a semicircle atop a rectangu-
lar foot (featured on the cover of the March 2006
issue of the Notices to accompany an article by
Mason Porter and Steven Lansel).

Figure 2. This figure gives some idea of how
classical ergodicity arises in Ω.

s = 0 1 2 3 4

y = e−s

Figure 3. It is conjectured that the distribution
of eigenvalues π2(m2/a2 + n2/b2) of a
rectangle with sufficiently incommensurable
sides a, b is that of a Poisson process. The
mean is 4π/ab by simple geometric reasoning,
in conformity with Weyl’s asymptotic formula.
Here are plotted the statistics of the gaps
λi+1 − λi found for the first 250,000
eigenvalues of a rectangle with side/bottom
ratio 4

√
5 and area 4π , binned into intervals of

0.1, compared to the expected probability
density e−s .

January 2008 Notices of the AMS 33

s = 0 1 2 3 4

GOE distribution

Figure 4. Plotted here are the normalized gaps
between roughly 50,000 sorted eigenvalues

for the domain Ω, computed by Alex Barnett,
compared to the distribution of the

normalized gaps between successive
eigenvalues of a large random real symmetric
matrix picked from the “Gaussian Orthogonal

Ensemble”, where the matrix entries are
independent (save for the symmetry

requirement) and the probability distribution
is invariant under orthogonal transformations.

One way to see the effect of the classical dy-
namics is to study local statistics of the energy
spectrum, such as the level spacing distribution
P(s), which is the distribution function of nearest-
neighbor spacings λn+1 − λn as we run over all
levels. In other words, the asymptotic propor-
tion of such spacings below a given bound x is∫ x
−∞ P(s)ds. A dramatic insight of quantum chaos

is given by the universality conjectures for P(s):
• If the classical dynamics is integrable, then

P(s) coincides with the corresponding quantity for
a sequence of uncorrelated levels (the Poisson en-
semble) with the same mean spacing: P(s) = ce−cs ,
c = area/4π (Berry and Tabor, 1977).
• If the classical dynamics is chaotic, then P(s)

coincides with the corresponding quantity for the
eigenvalues of a suitable ensemble of random
matrices (Bohigas, Giannoni, and Schmit, 1984).
Remarkably, a related distribution is observed for
the zeros of Riemann’s zeta function.

Not a single instance of these conjectures is
known, in fact there are counterexamples, but
the conjectures are expected to hold “generically”,
that is unless we have a good reason to think oth-
erwise. A counterexample in the integrable case
is the square billiard, where due to multiplici-

ties in the spectrum, P(s) collapses to a point
mass at the origin. Deviations are also seen in the
chaotic case in arithmetic examples. Nonetheless,
empirical studies offer tantalizing evidence for
the “generic” truth of the conjectures, as Figures
3 and 4 show.

Some progress on the Berry-Tabor conjecture in
the case of the rectangle billiard has been achieved
by Sarnak, by Eskin, Margulis, and Mozes, and by
Marklof. However, we are still far from the goal
even there. For instance, an implication of the
conjecture is that there should be arbitrarily large
gaps in the spectrum. Can you prove this for
rectangles with aspect ratio 4

√
5?

The behavior of P(s) is governed by the statis-
tics of the number N(λ, L) of levels in windows
whose location λ is chosen at random, and whose
length L is of the order of the mean spacing
between levels. Statistics for larger windows also
offer information about the classical dynamics and
are often easier to study. An important example
is the variance of N(λ, L), whose growth rate is
believed to distinguish integrability from chaos [1]
(in “generic” cases; there are arithmetic counterex-
amples). Another example is the value distribution
ofN(λ, L), normalized to have mean zero and vari-
ance unity. It is believed that in the chaotic case
the distribution is Gaussian. In the integrable case
it has radically different behavior: For large L, it
is a system-dependent, non-Gaussian distribution
[2]. For smaller L, less is understood: In the case
of the rectangle billiard, the distribution becomes
Gaussian, as was proved recently by Hughes and
Rudnick, and by Wigman.

Further Reading
[1] M. V. Berry, Quantum chaology (The Bakerian
Lecture), Proc. R. Soc. A 413 (1987), 183-198.

[2] P. Bleher, Trace formula for quantum integrable
systems, lattice-point problem, and small divisors, in
Emerging applications of number theory (Minneapolis,
MN, 1996), 1–38, IMA Vol. Math. Appl., 109, Springer,
New York, 1999.

[3] J. Marklof, Arithmetic Quantum Chaos, and
S. Zelditch, Quantum ergodicity and mixing of eigen-
functions, in Encyclopedia of mathematical physics,
Vol. 1, edited by J.-P. Françoise, G. L. Naber, and T. S.
Tsun, Academic Press/Elsevier Science, Oxford, 2006.

34 Notices of the AMS Volume 55, Number 1

0.7r

0.4r

Ω

(1, 1)

(0, 0)

Figure 1. One of the regions proven by Sinai to
be classically chaotic is this region Ω
constructed from line segments and circular
arcs.

Traditionally, analysis of the spectrum recovers
information such as the total area of the billiard,
from the asymptotics of the counting function
N(λ) = #{λn ≤ λ}: As λ → ∞, N(λ) ∼ area

4π
λ

(Weyl’s law). Quantum chaos provides completely
different information: The claim is that we should
be able to recover the coarse nature of the dynam-
ics of the classical system, such as whether they
are very regular (“integrable”) or “chaotic”. The
term integrable can mean a variety of things, the
least of which is that, in two degrees of freedom,
there is another conserved quantity besides ener-
gy, and ideally that the equations of motion can be
explicitly solved by quadratures. Examples are the
rectangular billiard, where the magnitudes of the
momenta along the rectangle’s axes are conserved,
or billiards in an ellipse, where the product of an-
gular momenta about the two foci is conserved,
and each billiard trajectory repeatedly touches a
conic confocal with the ellipse. The term chaotic
indicates an exponential sensitivity to changes
of initial condition, as well as ergodicity of the
motion. One example is Sinai’s billiard, a square
billiard with a central disk removed; another class
of shapes investigated by Sinai, and proved by him
to be classically chaotic, includes the odd region
shown in Figure 1. Figure 2 gives some idea of how
ergodicity arises. There are many mixed systems
where chaos and integrability coexist, such as the
mushroom billiard—a semicircle atop a rectangu-
lar foot (featured on the cover of the March 2006
issue of the Notices to accompany an article by
Mason Porter and Steven Lansel).

Figure 2. This figure gives some idea of how
classical ergodicity arises in Ω.

s = 0 1 2 3 4

y = e−s

Figure 3. It is conjectured that the distribution
of eigenvalues π2(m2/a2 + n2/b2) of a
rectangle with sufficiently incommensurable
sides a, b is that of a Poisson process. The
mean is 4π/ab by simple geometric reasoning,
in conformity with Weyl’s asymptotic formula.
Here are plotted the statistics of the gaps
λi+1 − λi found for the first 250,000
eigenvalues of a rectangle with side/bottom
ratio 4

√
5 and area 4π , binned into intervals of

0.1, compared to the expected probability
density e−s .

January 2008 Notices of the AMS 33

Z. Rudnik, Notices AMS 55, 32 (2008).
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Not a single instance of these conjectures is
known, in fact there are counterexamples, but
the conjectures are expected to hold “generically”,
that is unless we have a good reason to think oth-
erwise. A counterexample in the integrable case
is the square billiard, where due to multiplici-

ties in the spectrum, P(s) collapses to a point
mass at the origin. Deviations are also seen in the
chaotic case in arithmetic examples. Nonetheless,
empirical studies offer tantalizing evidence for
the “generic” truth of the conjectures, as Figures
3 and 4 show.

Some progress on the Berry-Tabor conjecture in
the case of the rectangle billiard has been achieved
by Sarnak, by Eskin, Margulis, and Mozes, and by
Marklof. However, we are still far from the goal
even there. For instance, an implication of the
conjecture is that there should be arbitrarily large
gaps in the spectrum. Can you prove this for
rectangles with aspect ratio 4

√
5?

The behavior of P(s) is governed by the statis-
tics of the number N(λ, L) of levels in windows
whose location λ is chosen at random, and whose
length L is of the order of the mean spacing
between levels. Statistics for larger windows also
offer information about the classical dynamics and
are often easier to study. An important example
is the variance of N(λ, L), whose growth rate is
believed to distinguish integrability from chaos [1]
(in “generic” cases; there are arithmetic counterex-
amples). Another example is the value distribution
ofN(λ, L), normalized to have mean zero and vari-
ance unity. It is believed that in the chaotic case
the distribution is Gaussian. In the integrable case
it has radically different behavior: For large L, it
is a system-dependent, non-Gaussian distribution
[2]. For smaller L, less is understood: In the case
of the rectangle billiard, the distribution becomes
Gaussian, as was proved recently by Hughes and
Rudnick, and by Wigman.

Further Reading
[1] M. V. Berry, Quantum chaology (The Bakerian
Lecture), Proc. R. Soc. A 413 (1987), 183-198.

[2] P. Bleher, Trace formula for quantum integrable
systems, lattice-point problem, and small divisors, in
Emerging applications of number theory (Minneapolis,
MN, 1996), 1–38, IMA Vol. Math. Appl., 109, Springer,
New York, 1999.

[3] J. Marklof, Arithmetic Quantum Chaos, and
S. Zelditch, Quantum ergodicity and mixing of eigen-
functions, in Encyclopedia of mathematical physics,
Vol. 1, edited by J.-P. Françoise, G. L. Naber, and T. S.
Tsun, Academic Press/Elsevier Science, Oxford, 2006.
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Figure 1. One of the regions proven by Sinai to
be classically chaotic is this region Ω
constructed from line segments and circular
arcs.

Traditionally, analysis of the spectrum recovers
information such as the total area of the billiard,
from the asymptotics of the counting function
N(λ) = #{λn ≤ λ}: As λ → ∞, N(λ) ∼ area

4π
λ

(Weyl’s law). Quantum chaos provides completely
different information: The claim is that we should
be able to recover the coarse nature of the dynam-
ics of the classical system, such as whether they
are very regular (“integrable”) or “chaotic”. The
term integrable can mean a variety of things, the
least of which is that, in two degrees of freedom,
there is another conserved quantity besides ener-
gy, and ideally that the equations of motion can be
explicitly solved by quadratures. Examples are the
rectangular billiard, where the magnitudes of the
momenta along the rectangle’s axes are conserved,
or billiards in an ellipse, where the product of an-
gular momenta about the two foci is conserved,
and each billiard trajectory repeatedly touches a
conic confocal with the ellipse. The term chaotic
indicates an exponential sensitivity to changes
of initial condition, as well as ergodicity of the
motion. One example is Sinai’s billiard, a square
billiard with a central disk removed; another class
of shapes investigated by Sinai, and proved by him
to be classically chaotic, includes the odd region
shown in Figure 1. Figure 2 gives some idea of how
ergodicity arises. There are many mixed systems
where chaos and integrability coexist, such as the
mushroom billiard—a semicircle atop a rectangu-
lar foot (featured on the cover of the March 2006
issue of the Notices to accompany an article by
Mason Porter and Steven Lansel).

Figure 2. This figure gives some idea of how
classical ergodicity arises in Ω.

s = 0 1 2 3 4

y = e−s

Figure 3. It is conjectured that the distribution
of eigenvalues π2(m2/a2 + n2/b2) of a
rectangle with sufficiently incommensurable
sides a, b is that of a Poisson process. The
mean is 4π/ab by simple geometric reasoning,
in conformity with Weyl’s asymptotic formula.
Here are plotted the statistics of the gaps
λi+1 − λi found for the first 250,000
eigenvalues of a rectangle with side/bottom
ratio 4

√
5 and area 4π , binned into intervals of

0.1, compared to the expected probability
density e−s .

January 2008 Notices of the AMS 33

Z. Rudnik, Notices AMS 55, 32 (2008).
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Figure 4. Plotted here are the normalized gaps
between roughly 50,000 sorted eigenvalues

for the domain Ω, computed by Alex Barnett,
compared to the distribution of the

normalized gaps between successive
eigenvalues of a large random real symmetric
matrix picked from the “Gaussian Orthogonal

Ensemble”, where the matrix entries are
independent (save for the symmetry

requirement) and the probability distribution
is invariant under orthogonal transformations.
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Integrability to quantum chaos transition

Spinless fermions (hard-core bosons, spin-1/2) in one dimension

Ĥ =

L∑
i=1

{
−t
(
f̂†i f̂i+1 + H.c.

)
+ V n̂in̂i+1 − t′

(
f̂†i f̂i+2 + H.c.

)
+ V ′n̂in̂i+2

}

Level spacing distribution (Nf = L/3)
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Exact results from quantum mechanics
If the initial state is not an eigenstate of Ĥ

|ψini〉 6= |α〉 where Ĥ|α〉 = Eα|α〉 and E = 〈ψini|Ĥ|ψini〉,

then observables Ô evolve in time:

O(τ) ≡ 〈ψ(τ)|Ô|ψ(τ)〉 where |ψ(τ)〉 = e−iĤτ |ψini〉.

What is it that we call thermalization?

O(τ > τ∗) ' O(E) ' O(T ) ' O(T, µ).

One can rewrite

O(τ) =
∑
α,β

C?αCβe
i(Eα−Eβ)τOαβ using |ψini〉 =

∑
α

Cα|α〉.

Taking the infinite time average (diagonal ensemble ρ̂DE ≡
∑
α |Cα|2|α〉〈α|)

O(τ) = lim
τ→∞

1

τ

∫ τ

0

dτ ′〈Ψ(τ ′)|Ô|Ψ(τ ′)〉 =
∑
α

|Cα|2Oαα ≡ 〈Ô〉DE,

which depends on the initial conditions through Cα = 〈α|ψini〉.
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which depends on the initial conditions through Cα = 〈α|ψini〉.

Marcos Rigol (Penn State) Dynamics in quantum systems June 6, 2018 14 / 37



Energy fluctuations after a sudden quench (locality)

Initial state |ψini〉 =
∑
α Cα|α〉 is an eigenstate of Ĥini. At t = 0

Ĥini → Ĥ = Ĥini + Ŵ with Ŵ =
∑
j

ŵ(j) and Ĥ|α〉 = Eα|α〉.

The energy fluctuations after a quench, ∆E, are:

∆E =

√∑
α

E2
α|Cα|2 − (

∑
α

Eα|Cα|2)2 =

√
〈ψini|Ŵ 2|ψini〉 − 〈ψini|Ŵ |ψini〉2,

from which it follows that:

∆E =

√∑
j1,j2

[〈ψini|ŵ(j1)ŵ(j2)|ψini〉 − 〈ψini|ŵ(j1)|ψini〉〈ψini|ŵ(j2)|ψini〉]
N→∞∝

√
N,

where N is the total number of lattice sites.

They are subextensive as in traditional ensembles in statistical mechanics.

MR, V. Dunjko, and M. Olshanii, Nature 452, 854 (2008).
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Numerical experiments in one dimension

Hard-core bosons (b̂2i = b̂†2i = 0) in one-dimension

Ĥ =

L∑
i=1

{
−t
(
b̂†i b̂i+1 + H.c.

)
+ V n̂in̂i+1 − t′

(
b̂†i b̂i+2 + H.c.

)
+ V ′n̂in̂i+2

}

Nonequilibrium dynamics in 1D (density-density structure factor)

 0

 0.1

 0.2

 0.3

 0.4

ππ/20−π/2−π

N
(k

)

ka

Time evolution of N(k)

time average
4τt=0000 Nb = 8 hard-core bosons

N = 24 lattice sites

Fix t′ = V ′ and “quench”
tini = 0.5, Vini = 2
→ tfin = 1, Vfin = 1

MR, PRL 103, 100403 (2009).
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Numerical experiments in one dimension
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Integrated results for L = 24, Nb = 8

Relative difference

δN(τ) =

∑
k |N(k, τ)−NDE(k)|∑

kNDE(k)

0.1

δ
N

k

L=24

0

0.1

δ
N

k

0 20 40 60 80 100
τ

0

0.1

δ
N

k

t’=V’=0

t’=V’=0.12

t’=V’=0.24

Marcos Rigol (Penn State) Dynamics in quantum systems June 6, 2018 18 / 37



Integrated results for L = 24, Nb = 8

Relative difference

δN(τ) =

∑
k |N(k, τ)−NDE(k)|∑

kNDE(k)

0.1

δ
N

k

L=24

0

0.1

δ
N

k

0 20 40 60 80 100
τ

0

0.1

δ
N

k

t’=V’=0

t’=V’=0.12

t’=V’=0.24

Marcos Rigol (Penn State) Dynamics in quantum systems June 6, 2018 18 / 37



Scaling of the integrated results with system size
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2 Quantum chaos and random matrix theory
Classical mechanics
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3 Dynamics and thermalization
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Statistical description after relaxation (nonintegrable)
Canonical calculation

OCE = Tr
{
Ôρ̂CE

}
ρ̂CE = Z−1

CE exp
(
−Ĥ/kBT

)
ZCE = Tr

{
exp

(
−Ĥ/kBT

)}
E = Tr

{
Ĥρ̂CE

}
T = 3.0

Structure factor

-π -π/2 0 π/2 π

ka

0

0.1

0.2

0.3

0.4

N
(k

)

Initial
Diagonal

Canonical

Microcanonical calculation

OME =
1

Nstates

∑
α

〈Ψα|Ô|Ψα〉
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Thermalization and the lack thereof at integrability

Relative difference∑
k |NDE(k)−NME(k)|∑

kNDE(k)
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Eigenstate thermalization

Paradox? ∑
α

|Cα|2Oαα =
1

NE,∆E

∑
|E−Eα|<∆E

Oαα

Left hand side: Depends on the initial conditions through Cα = 〈α|ψini〉
Right hand side: Depends only on the energy

Eigenstate thermalization hypothesis (ETH): diagonal part
[Deutsch, PRA 43 2046 (1991); Srednicki, PRE 50, 888 (1994);
MR, Dunjko, and Olshanii, Nature 452, 854 (2008).]

The expectation value 〈α|Ô|α〉 of a few-body observable Ô in an
eigenstate of the Hamiltonian |α〉, with energy Eα, of a large in-
teracting many-body system equals the thermal average of Ô at
the mean energy Eα:

〈α|Ô|α〉 = OME(Eα)
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eigenstate of the Hamiltonian |α〉, with energy Eα, of a large in-
teracting many-body system equals the thermal average of Ô at
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ETH – away from integrability (t′ = V ′ = 0.24)

Structure factor
Eigenstates with energies closest to E
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N
(k

)

Diagonal

eigenstate 1

eigenstate 2

eigenstate 3

N(k = π) vs eigenstate energy

There is no eigenstate thermaliza-
tion at the edges of the spectrum
(there is no quantum chaos either)
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Breakdown of ETH at integrability (t′ = V ′ = 0)

Structure factor
Eigenstates with energies closest to E
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N
(k

)
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eigenstate 1

eigenstate 2
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N(k = π) vs eigenstate energy

In finite systems, eigenstate ther-
malization breaks down close to in-
tegrable points (there is no quantum
chaos either). Quantum KAM?

Marcos Rigol (Penn State) Dynamics in quantum systems June 6, 2018 26 / 37



Breakdown of ETH at integrability (t′ = V ′ = 0)

Structure factor
Eigenstates with energies closest to E

-π -π/2 0 π/2 π

ka

0

0.1

0.2

0.3

N
(k

)

Diagonal

eigenstate 1

eigenstate 2

eigenstate 3

N(k = π) vs eigenstate energy

In finite systems, eigenstate ther-
malization breaks down close to in-
tegrable points (there is no quantum
chaos either). Quantum KAM?

Marcos Rigol (Penn State) Dynamics in quantum systems June 6, 2018 26 / 37



Eigenstate thermalization in the 2D AF-TFIM
Hamiltonian: Ĥ = J

∑
〈i,j〉

σ̂zi σ̂
z
j + g

∑
i

σ̂xi + ε
∑
i

σ̂zi ,

R. Mondaini, K. R. Fratus, M. Srednicki, and MR, PRE 93, 032104 (2016).

Santos & MR’10, Khatami et al.’13, Sorg et al.’14, Kim et al.’14, Beugeling et al.’14’15,
Steinigeweg et al.’14’15, Luitz’16, Luitz & Bar Lev’16. . .
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Smallness of the time fluctuations

Relative difference

δN(τ) =

∑
k |N(k, τ)−NDE(k)|∑
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Time fluctuations
Are they small because of dephasing?

O(t)−O(t) =
∑
α,β
α6=β

C?αCβe
i(Eα−Eβ)tOαβ ∼

∑
α,β
α 6=β

ei(Eα−Eβ)t

Nstates
Oαβ

∼
√
N2

states

Nstates
Otypical
αβ ∼ Otypical

αβ

Time average of O(t)

O(t) =
∑
α

|Cα|2Oαα

∼
∑
α

1

Nstates
Oαα ∼ Otypical

αα

Dephasing is not enough.
One needs Otypical

αβ � Otypical
αα

MR, PRA 80, 053607 (2009). α

β

|Nαβ(k=π)|
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Eigenstate thermalization hypothesis
Eigenstate thermalization hypothesis
M. Srednicki, J. Phys. A 32, 1163 (1999); L. D’Alessio et al., Adv. Phys. 65, 239 (2016).

Oαβ = O(E)δαβ + e−S(E)/2fO(E,ω)Rαβ

where E ≡ (Eα +Eβ)/2, ω ≡ Eα −Eβ , S(E) is the thermodynamic entropy at
energy E, and Rαβ is a random number with zero mean and unit variance.

Off-diagonal matrix elements [histogram of (|Oαβ | − |Oαβ |ave)/|Oαβ |ave]

E. Khatami, G. Pupillo, M. Srednicki, and MR, PRL 111, 050403 (2013).

Marcos Rigol (Penn State) Dynamics in quantum systems June 6, 2018 30 / 37



Eigenstate thermalization hypothesis
Eigenstate thermalization hypothesis
M. Srednicki, J. Phys. A 32, 1163 (1999); L. D’Alessio et al., Adv. Phys. 65, 239 (2016).

Oαβ = O(E)δαβ + e−S(E)/2fO(E,ω)Rαβ

where E ≡ (Eα +Eβ)/2, ω ≡ Eα −Eβ , S(E) is the thermodynamic entropy at
energy E, and Rαβ is a random number with zero mean and unit variance.
Off-diagonal matrix elements [histogram of (|Oαβ | − |Oαβ |ave)/|Oαβ |ave]

E. Khatami, G. Pupillo, M. Srednicki, and MR, PRL 111, 050403 (2013).

Marcos Rigol (Penn State) Dynamics in quantum systems June 6, 2018 30 / 37



Matrix elements of Hermitian operators within RMT

Let Ô =
∑
iOi|i〉〈i|, where Ô|i〉 = Oi|i〉,

Oαβ ≡ 〈α|Ô|β〉 =
∑
i

Oi〈α|i〉〈i|β〉 =
∑
i

Oi(ψ
α
i )∗ψβi

|α〉 and |β〉 are eigenstates of a random matrix. Averaging over |α〉 and |β〉
(random orthogonal unit vectors in arbitrary bases): (ψαi )∗(ψβi ) = 1

D δαβ .

This means that (to leading order):

Oαα =
1

D
∑
i

Oi ≡ Ō, while Oαβ = 0 for α 6= β.

One can further show that (η = 2 for GOE and η = 1 for GUE):

O2
αα −Oαα

2
= η|Oαβ |2 =

η

D2

∑
i

O2
i ≡

η

DO
2.

Combining these results one can write

Oαβ ≈ Ōδαβ +

√
O2

D Rαβ ,

where Rαβ is a random variable (real for GOE and complex for GUE).
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Ratio of variances in the 2D F-TFIM

Hamiltonian: Ĥ = −J
∑
〈i,j〉

σ̂zi σ̂
z
j + g

∑
i

σ̂xi .

Ratio of variances for the ferromagnetic structure factor

R. Mondaini and MR, PRE 96, 012157 (2017).
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Summary

Equilibration and thermalization
occur in generic isolated systems
F Finite size effects

Eigenstate thermalization hypothesis
F 〈Ψα|Ô|Ψα〉 = 〈O〉microcan.(Eα)

Thermalization and ETH break down
at, and close to (finite L), integrability
F Quantum equivalent of KAM?

Small time fluctuations← smallness of
off-diagonal elements

Time plays only an auxiliary role

Integrable systems are different
(Generalized Gibbs ensemble)
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Summary

Equilibration and thermalization
occur in generic isolated systems
F Finite size effects

Eigenstate thermalization hypothesis
F 〈Ψα|Ô|Ψα〉 = 〈O〉microcan.(Eα)

Thermalization and ETH break down
at, and close to (finite L), integrability
F Quantum equivalent of KAM?

Small time fluctuations← smallness of
off-diagonal elements

Time plays only an auxiliary role

Integrable systems are different
(Generalized Gibbs ensemble)
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Coherence after quenches in Bose-Fermi mixtures

S. Will, D. Iyer, and MR
Nat. Commun. 6, 6009 (2015).
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Coherence after quenches in Bose-Fermi mixtures

〈ĉ†j 6=0ĉ0〉(t) =
nF sin[πnF j]e

2nB [cos(UFBt/~)−1]

j
,

nF and nB are the fermion and boson fillings.

S. Will, D. Iyer, and MR
Nat. Commun. 6, 6009 (2015).
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Coherence after quenches in Bose-Fermi mixtures

2 x 11μm

2 x 50μm

2 x 21μm

2 x 5 μm
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Information entropy (Sj = −
∑D

k=1 |ckj |2 ln |ckj |2)

L.F. Santos and MR, PRE 81, 036206 (2010); PRE 82, 031130 (2010).
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Fluctuation-dissipation theorem (dipolar bosons)

Occupation in the center of the trap (nj=L/2)
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L=15,N=5
 integ.

L=15,N=5
   nonint.

L=18,N=6
 integ.

L=18,N=6
   nonint.

Hamiltonian

Ĥ = −J
L−1∑
j=1

(
b̂†j b̂j+1 + H.c.

)
+V

∑
j<l

n̂j n̂l
|j − l|3 + g

∑
j

x2j n̂j

magnetic atoms, polar molecules

Relaxation dynamics
O(t) = C(t)O(t = 0)

where

C(t) =
O(t+ t′)O(t′)

(O(t′))2

Srednicki, JPA 32, 1163 (1999).

E. Khatami, G. Pupillo, M. Srednicki, and MR, PRL 111, 050403 (2013).
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