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I. Tree-level amplitude relations

monodromy relations
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(real part) field–theory relations (Kleiss–Kuijf relations):

AY M (1, 2, . . . , N) +AY M (2, 1, 3, . . . , N � 1, N) + . . .+AY M (2, 3, . . . , N � 1, 1, N) = 0

(imaginary part) field–theory relations (BCJ relations):

s12 AY M (2, 1, 3, . . . , N � 1, N) + . . .+ (s12 + s13 + . . .+ s1N�1) AY M (2, 3, . . . , N � 1, 1, N) = 0

Subamplitude relations in string theory

• proof does not rely on any kinematic properties of subamplitudes

• for any open string state: boson or fermion

• these relations hold in any space–time dimensions D

• for any amount of supersymmetry

Take α′ → 0 limit (eiπsij → 1):

AFT(1,2, . . . , N) +AFT(2,1,3, . . . , N − 1, N) + AFT(2,3,1, . . . , N − 1, N)

+ . . . + AFT(2,3, . . . , N − 1,1, N) = 0

Subcyclic property (photon-decoupling identity: TaN → 1):

∑

σ∈SN−1

AFT(σ(1), σ(2), . . . , σ(N − 1), N) = 0

Take                 limit:↵0 ! 0 e⇡i sij = 1 + ⇡i sij +O(↵02)

proof of BCJ relations from string theory !

St.St., arXiv:0907.2211
Bjerrum-Bohr, Damgaard, Vanhove, arXiv:0907.1425 



these relations allow for a complete reduction 
of the full string subamplitudes to a 

minimal basis of 
(N-3)! dimensional basis of subamplitudes

subamplitude relations in string theory

Subamplitude relations in string theory

E.g. N = 4 : A(1,2,4,3)

A(1,2,3,4)
=

sin(πu)

sin(πt)
,

A(1,3,2,4)

A(1,2,3,4)
=

sin(πs)

sin(πt)

As a result these relations allow to express all six partial amplitudes
in terms of one, say A(1,2,3,4):

A(1,4,3,2) = A(1,2,3,4) ,

A(1,2,4,3) = A(1,3,4,2) =
sin(πu)

sin(πt)
A(1,2,3,4) ,

A(1,3,2,4) = A(1,4,2,3) =
sin(πs)

sin(πt)
A(1,2,3,4) .

generic N :

These relations allow for a complete reduction

of the full string subamplitudes to a

minimal basis of (N − 3)! subamplitudes

generic N:



II. One-loop amplitude relations

related to the structure and significance of monodromy phases and the relevance of omitted
contributions from contour integrations. While these issues could not be detected by the
kind of checks performed in [17], they become apparent by the more in–depth verification
we have performed in sections 4 and 5, as we shall point out throughout the present work.

2 One–loop open string amplitudes

In this section we discuss the general form of one–loop amplitudes for N open string states.
For flat backgrounds one–loop open string amplitudes involve conformal field theory corre-
lators on a Riemann surface of genus one. There are three distinct topologies to consider
for one-loop open string amplitudes: the planar cylinder diagram, which can conformally
be mapped to an annulus with vertex operator insertion points on one boundary only, the
non–planar cylinder, which allows for insertion points on both boundaries and the Möbius
strip. In this section we consider the case of orientable amplitudes on the cylinder (annulus),
while in section 6 we discuss the non–orientable case, specifically amplitudes on the Möbius
strip.

Amplitudes with cylinder world–sheet

In open superstring theory the amplitude (1.4) is derived by the use of conformal field theory
techniques in flat D–dimensional space–time. The relevant cylinder world–sheet diagram
with N vertex operator insertions requires computing the following correlator:

A
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σ2

N2∏

j=1

dvj

)〈
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i=1

: Vo(ui) :
N2∏

j=1

: Vo(vj) :

〉

.

(2.1)

The amplitude (2.1) decomposes into a sum over all configurations with N1 vertex operators
on one boundary of the cylinder and N2 on the other one, with N = N1 +N2. Furthermore,
in (2.1) the summations over σ1,2 run over all (N1−1)!(N2−1)! inequivalent cyclic orderings
of the vertices on each boundary component, cf. the next figure.

•u1

• uσ1(2)

• uσ1(3)

• uσ1(4)

•uσ1(N1)

•uσ1(5)

• v1
• vσ2(2)

• vσ2(3)

•vσ2(4)

•vσ2(N2)

•vσ2(5)

··
·

··
·

Subject to cyclic invariance the integrations Jσk
on each boundary decompose into (Nk−1)!

regions according to the various orderings σk of theNk vertex operator positions, respectively.
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One-loop cylinder world-sheet:
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× exp

{
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1
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QN (z̃1, . . . , z̃N , τ̃) .

(2.11)

Furthermore, QN comprising all the kinematical terms is a function of modular weight N−4.
For n = N − 4 ≥ 1 the function QN can be expressed in terms of the objects ∂kG̃T , (∂G̃T )k,
and Gk such that the total modular weight is n.

Due to the presence of the non–holomorphic phase factors in (2.8) and (2.11) it is useful
to transform the open string amplitudes into the dual closed string channel, cf. also the
discussion in section 3.4.

Closed string channel

In the closed string channel we work with the closed string modulus

τ = il =
i

t
= −1

τ̃
, (2.12)

and the vertex operator positions

z =
x

t
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, (2.13)

parameterized as:

zj =
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xj if j = 1, . . . , N1 ,
xj − il

2 if j = N1 + 1, . . . , N ,
with: xl ∈ [0, 1] , l = 1, . . . , N . (2.14)

Graphically, the vertices are arranged according to the following figure
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3 One–loop monodromy relations on the cylinder

In this section we shall discuss monodromy relations between a subset of the amplitudes
introduced above. Actually, the relations hold at the level of integrands before performing
the l– (or t)–integration, i.e. for generic τ (or τ̃). In particular, we may discuss their field
theory limit ℑτ̃→∞, cf. section 5. Furthermore, the relations are not affected by any tadpole
issues arising from the dilaton in the limit ℑτ→∞. Our discussion will be rather generic,
while specific checks in the case of four–point amplitudes are presented in the sequel. We
also point out that we only use the monodromy properties of the vertex insertions on the
world-sheet cylinder, which is in particular independent of the space–time dimension D, as
well as the structure of the internal compact space.

3.1 Planar amplitude relations

3.1.1 Planar four–point amplitude relations

Before considering the general case of orientable N–point amplitudes on the cylinder, we
first discuss monodromy relations in the four–point case involving amplitudes with all four
points inserted on the same boundary. Our strategy for finding relations between different
color-orderings of planar four-point amplitudes is to start with a setup in which all four
vertex insertions are inserted on the lower boundary with x1 < x2 < x3 < x4, corresponding
to the planar amplitude A(1)(1, 2, 3, 4). Next, while keeping the positions of the points x2,3,4

on the lower boundary (with x2 < x3 < x4) we integrate the position of x1 along the following
closed contour

ℜ(x)

ℑ(x)

−l/2

1•
x2 •

x3 •
x4

//

//

Since A(1)(1, 2, 3, 4) has no poles in the interior of this curve, using Cauchy’s theorem, this
contour integral vanishes, thus giving rise to relations between amplitudes with different
orderings of the vertices. However, there are two important points

• Since θ1(z, iℓ) = 0 for z = 0, the contour integral on the lower boundary is ill-defined
at the points x1 = xa for a = 2, 3, 4. It is therefore necessary to provide a prescription
how to avoid these singular points in the contour.

• The vertical pieces of the contour correspond to a contribution in which the vertex
at x1 is not inserted on a boundary and thus cannot be interpreted in terms of an

11

amplitude of the type (2.19). Thus, we need to find a prescription for the contour
integration, such that these two contributions mutually cancel.

In order to address both issues, we re-write the single contour integral introduced above as
three separate contours according to the following picture

ℜ(x)

ℑ(x)

−ℓ/2

1•
x2 •

x3 •
x4

//

//I I

b1 b2

II

c1 c2

III

d1 d2

a
(1

) (
1,
2,
3,
4)

a
(1

) (
2,
1,
3,
4)

a
(1

) (
2,
3,
1,
4)

a
(1

) (
1,
2,
3,
4)

ã
(1

)(2
,3
,4|1)

ã
(1

)(3
,4
,2|1)

ã
(1

)(4
,2
,3|1)

ã
(1

)(2
,3
,4|1)

Here, all three integrals I, II and III are well defined in the sense that they avoid the singular
points x1 = xa (for a = 2, 3, 4), however, at the price of having introduced new integral
contributions in the bulk of cylinder, which we called b1,2, c1,2 and d1,2.

Focusing on the horizontal (boundary) contributions first, each of the three contours con-
tains a planar amplitude contribution (with different orderings of the four vertex insertions)
and a non-planar contribution with point x1 inserted on the upper boundary. In order to
describe these contributions we introduce

a(1)(i1, i2, i3, i4) = V −1
CKG P4

∫ 1

0

dxi4

∫ xi4

0

dxi3

∫ xi3

0

dxi2

∫ xi2

0

dxi1

∏

1≤a<b≤4

(
θ1(xibia, iℓ)

θ′1(0, iℓ)

)siaib

.

(3.1)

along with:

ã(1)(i1, i2, i3|j) = V −1
CKG P4

∫ 1

0

dxi3

∫ xi3

0

dxi2

∫ xi2

0

dxi1

∫ xi1

0

dxj exp

{

iπ
3
∑

l=1

sjilxjil

}

×
3
∏

a=1

(
θ4(xjia, il)

θ′1(0, il)

)sjia ∏

1≤a<b≤3

(
θ1(xibia , il)

θ′1(0, il)

)siaib

. (3.2)

Recall, that the factor P4 comprises all the kinematics for N=4 and the following discussion
holds for any given kinematics. Note that the expression

δ(k1 + k2 + k3 + k4)

∫

dl
{

ã(1)(2, 3, 4|1) + ã(1)(3, 4, 2|1) + ã(1)(4, 2, 3|1)
}

, (3.3)

12

integrate along  
single-valued function

planar monodromy relation:
consider contour integral w.r.t. holomorphic coordinate      :

x1
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ã
(1

)(3
,4
,2|1)

ã
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Monodromy relations

A(1)(1, 2, 3, 4) + ei⇡s12 A(1)(2, 1, 3, 4) + ei⇡(s12+s13) A(1)(2, 3, 1, 4)

= Ã(1)(2, 3, 4|1) + ei⇡s12 Ã(1)(3, 4, 2|1) + ei⇡(s12+s13) Ã(1)(4, 2, 3|1)

planar monodromy relation:

generalization to arbitrary N is straightforward

see also: Tourkine, Vanhove, arXiv:1608.01665 
for related, but differing findings 
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3.3.2 Non–planar four–point amplitude

To complete the discussion, we also consider the structure of branch cuts in the closed string
non–planar four-point amplitude.
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As above, for a given kinematics we interpret the integrand of a(1)(1, 2|3, 4) (defined in (3.17))

I(1)(1, 2|3, 4) =
(
θ1(x21, il)

θ′1(0, il)

)s12 (θ1(x34, il)

θ′1(0, il)

)s34 ∏

1≤i≤2
3≤j≤4

(
θ4(xji, il)

θ′1(0, il)

)sij

, (3.29)

with x2,3,4 ∈ R fixed and (without loss of generality)

0 < x2 < x3 < x4 < 1 , (3.30)

as a holomorphic function of x1 in the (lower) complex (half–plane). This function has
branch points at x2 + inl and xa − il(2n+1)

2 for a = 3, 4 and n ∈ Z. In order to make the
function (3.29) single–valued, we need to introduce a set of branch cuts, which we pick in a
similar fashion as in the planar case, i.e. in the lower half-plane, parallel to the the imaginary
axis, as schematically shown in the figure above. Upon integrating the point x1 along the
cylinder, these branch cuts need to be avoided. In fact, the contour integral introduced in
section 3.2 was designed to exactly this end:
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1•
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//

//

x
2 −

il/2

×

I IVII III

•
x2 − il

As discussed in section 3.2, this choice of contour integrals leads to the monodromy rela-
tion (3.22), where also some of the vertical integral contributions remain. Notice, since there
is no branch cut between the integrals II and III as well as III and IV, also the contributions
a(1)II (1, 2|3, 4), a

(1)
III (1, 2|3, 4) and a(1)IV (1, 2|3, 4) come with a common phase factor and pick up

no additional phases. We will further study the structure of branch cuts for non-planar
amplitudes in the following section.

3.4 Open string channel amplitudes and loop momentum

In this subsection we want to discuss in the open string channel the objects Ã(1)(2, . . . , N |1)
and Â(1)(2|1, 3, . . . , N) appearing in the monodromy relations (3.13) and (3.26), respectively.

21

1

2
A(1)(2, 1|3, 4) + Â(1)(2|1, 3, 4)� (1� e�i⇡s) B(1)(2, 1|3, 4) = 0

non-planar monodromy relation:

generalization to arbitrary N is straightforward

↵0 ln q ↵0 ln q

consider contour integral w.r.t. holomorphic coordinate      :
x1



field-theory limit (I):

A(1)
YM (1|2, 3, 4) = �A(1)

YM (1, 2, 3, 4)�A(1)
YM (2, 1, 3, 4)�A(1)

YM (2, 3, 1, 4)

A(1)
YM (1, 2|3, 4) = A(1)

YM (1, 2, 3, 4) +A(1)
YM (1, 3, 2, 4) +A(1)

YM (2, 1, 3, 4)

+A(1)
YM (2, 3, 1, 4) +A(1)

YM (3, 1, 2, 4) +A(1)
YM (3, 2, 1, 4)

agrees with Bern, Dixon, Dunbar, Kosower (1994) 
corresponds to leading order in field-theory  (real part or KK like relations)

there are also relations from imaginary part  (BCJ like relations)



We have performed various checks by computing 
        - expansions in two regimes:

• field-theory limit: non-analytic terms, branch cuts in kinematic invariants 

stemming from boundaries of moduli space of Riemann surface 

effects can be decoupled in the limit 

• finite     : perform     - expansion and get analytic terms
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lowest order yields N=4 SYM Brink, Green, Schwarz 
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yields iterated integrals over elliptic polylogarithms (elliptic iterated integrals) 

Enriquez A-elliptic multiple zeta values

Enriquez B-elliptic multiple zeta values

Z z

0
!(n1)(z1)

Z z1

0
!(n2)(z2) . . .

Z zr�1

0
!(nr)(zr)

= family of one-forms on!(k) E⇥
⌧

may be integrated over A and B-cycle  

This program has been accomplished for  

planar-amplitude in: Broedel, Mafra, Matthes, Schlotterer, arXiv:1412.5535

non-planar amplitude in: Hohenegger, St.St, arXiv:1702.04963                                                                                                                                       
-                                                    Broedel, Matthes, Richter, Schlotterer,  arXiv:1704.03449

⇢



A(1)(2, 3, 4|1) = (s12s14) A
(0)
YM (1, 2, 3, 4)

Z 1

0
dl [ g(s, u) + g(t, s) + g(u, t) ]

Example:

g(s, u) =

Z 1

0
dx4

Z
x4

0
dx3

Z
x3

0
dx2 exp

8
<

:
1
2

X

2i<j4

s

ij

G(x

j

� x

i

, ⌧)

9
=

; exp

8
<

:
1
2

4X

j=2

s1j G

T

(x

j

� x1, ⌧)

9
=

;

g(s, u) =
1

6
� (s+ u)

(
3

4⇡2
⇣3 +

3

2⇡2

1X

n=1

[Li3(qn) + Li3(qn�1/2)]

)
+O(↵02)

exp

8
<

:
1
2

X

2i<j4

sij G(xj � xi, ⌧)

9
=

; exp

8
<

:
1
2

4X

j=2

s1j GT (xj � x1, ⌧)

9
=

;

= 1 +

1
2 s [ GT (x21) +G(x43)�GT (x31)�G(x42) ]

+

1
2 u [ GT (x41) +G(x32)�GT (x31)�G(x42) ] +O(↵

02
)

1

2

Z 1

0
dz4

Z z4

0
dz3

Z z3

0
dz2 GT (z2) = �1

6
ln(2⇡)� 1

48
ln q +

X

m�1

qm/2

1� qm

✓
1

3m
� 1

2⇡2m3

◆
+

1

6
Q3e.g.:



consider field-theory expansion:

A(1)(1, 2, 3, 4) + ei⇡s12 A(1)(2, 1, 3, 4) + ei⇡(s12+s13) A(1)(2, 3, 1, 4)

= Ã(1)(2, 3, 4|1) + ei⇡s12 Ã(1)(3, 4, 2|1) + ei⇡(s12+s13) Ã(1)(4, 2, 3|1)

with:

use:

A(1)
YM (2, 3, 4|1) = Ã(1)

YM (2, 3, 4|1) + Ã(1)
YM (3, 4, 2|1) + Ã(1)
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YM (1, 2, 3, 4)[k1] = s12s23 A(0)

YM (1, 2, 3, 4) g̃YM (s12, s23)
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with field-theory object:
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altogether:
Ã(1)

YM (1, 2, 3, 4)[k1] = s12s23 A(0)
YM (1, 2, 3, 4) g̃YM (s12, s23) ,

Ã(1)
YM (1, 3, 4, 2)[k1] = s12s23 A(0)

YM (1, 2, 3, 4) g̃YM (s13, s34) ,

Ã(1)
YM (1, 4, 2, 3)[k1] = s12s23 A(0)

YM (1, 2, 3, 4) g̃YM (s14, s24) .

“new” field-theory relation:

Ã(1)
YM (1, 2, 3, 4)[k1] + Ã(1)

YM (1, 3, 4, 2)[k1] + Ã(1)
YM (1, 4, 2, 3)[k1] = 0

let us understand, what this relation does mean in field-theory
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actually we have:

i.e.:

turns into:

�1(s, u)��4(s, u) +�2(s, t)��1(s, t) +�3(u, t)��2(u, t) = 0

with: �i =

Z
dDl

di
d1d2d3d4

, i = 1, . . . , 4 ,

g̃YM (s, u) + g̃YM (t, s) + g̃YM (u, t) = 0

identity between triangles

di = (l + qi)
2

g̃YM (s, u) = �2 ⇤1(s, u) = ��1(s, u) +�4(s, u) ,

g̃YM (t, s) = �2 ⇤2(s, t)� s ⇤(s, t) = ��2(s, t) +�1(s, t) ,

g̃YM (u, t) = �2 ⇤3(u, t) + u ⇤(u, t) = ��3(u, t) +�2(u, t) .



this is just the (integrated) integrand relation: 

I(1, 2, 3, 4) =
1

l2 (l + k1)2 (l + k1 + k2)2 (l � k4)2
=

1

d1d2d3d4

s1l I(1, 2, 3, 4) + (s12 + s1l) I(2, 1, 3, 4) + (s12 + s13 + s1l) I(2, 3, 1, 4) = 0

Boels, Isermann (2011) 
            Du, Luo (2012)

2 ⇤1(s, u) + 2 ⇤2(s, t) + s ⇤(s, t) + 2 ⇤3(u, t)� u ⇤(u, t) = 0



III. Amplitudes in non-commutative background
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= non-planar momentum

one-loop open string theory:

Liu, Michelson (2001)

k = k2 + k3 + k4 = �k1
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IV. Monodromy relations at g-loop

E.g. only n boundaries involved:      involution of Riemann surface of genus g=n-1 

The boundary components are given by the fixed points of the involution (8.2), i.e. com-
binations of the original ai cycles of the double cover. Explicitly, we denote the distinct
boundary components by αI (for I = 1, . . . , n) who are given as

α1 = a1 ,

αi = ai + a−1
i−1 ∀ i = 2, . . . , n− 1 . (8.3)

αn = a−1
n−1 ,

For explicit computations (along the line of the previous sections for the cylinder), it is
necessary to cut the surface Σn open to obtain a contractible region. To this end, we need
to choose a base point P0 and introduce a basis of cycles γi (replacing the cycles bi)

α1

α2 α3 α4

γ1 γ2 γ3

•P0

This allows us to draw the fundamental polygon of the Riemann surface (for simplicity, we
only consider the case n = 4, which, however, can be generalized in a straight–forward way)

• •
P0

•

•

•
••

•

•

•

α1

α2

α3

α4

γ1

γ−1
1

γ2γ−1
2

γ3

γ−1
3

8.2 Monodromy relations for planar N–point function

We now consider the case of an N–point function with vertex insertions at points z1, . . . , zN
on the boundaries. We first limit ourselves to the case where N −1 insertions (at z1, . . . , zN )
are inserted on the same boundary component α1 and we integrate the remaining insertion
along a closed contour.12 Schematically, this is depicted in the following figure, where the
integral path for the point z1 is depicted in green, which is a simply connected, contractible
loop:

12This generalizes the planar monodromy relations on the cylinder discussed in section 3.1.2, which we
expect not to depend on the parametrisation of the cylinder (i.e. the choice of the base point P0).
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•
z2

•
z3

•
z4 . . .

•
zN

α1α2 α3 α4

As in the case of the annulus, we need to provide a prescription for how to deal with the
points z2, . . . , zN . To this end, we apply the same strategy as in section 3.1.1, namely we
divide the contour integral into N disjoint integrals, each of which stays away from the points
z2, . . . , zN and thus vanishes by itself. We then combine these individual integrals in such
a way that only the parts along the boundary components remain and the contributions in
the interior of the diagram vanish. To describe this procedure, we first select a boundary
component α′ (different than α1) that is connected to α1 by a curve γ and choose a set of
ordered points (z′2, z

′
3, . . . , z

′
N) on this boundary. We can use the curves which connect the

points zi and z′i (for i = 2, . . . , N) to tessellate the above contour integral into N smaller
ones, as is depicted for the case N=4 (and α′ = α3) in the following picture

•
z2

•
z3 . . .

•
z4

α1α2
α3 α4•

z′2

•
z′3

•
z′4

I1

I2 I3

I4

The individual contour integrals I1,...,N contain no pole in their interior and therefore vanish

Ij = 0 (8.4)

, j = 1, . . . , N . (8.5)

Their integrands are determined by the monodromies around the points z2, . . . , zN , which
in turn are determined by the (local) behaviour of the Greens-functions G(z) = −G(−z),
in the same way as discussed in section 2 at one loop. Specifically, we have the following
relations:

F1 = e−iπs12F2 = e−iπ(s12+s13)F3 = . . . = e
−iπ

N−1
∑

j=2
s1j

FN−1 = FN . (8.6)

Therefore, in the following combination of the contour integrals

I1 + eiπs12I2 + . . .+ e
−iπ

N−1
∑

j=2
s1j

IN−1 + IN = 0 , (8.7)
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n=4

A(g)(1, 2, . . . , N) + ei⇡s12A(g)(2, 1, . . . , N) + . . .+ e
i⇡

N�1P
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s1j
A(g)(2, . . . , 1, N)

= Ã(g)(2, 3, . . . , N |1) + ei⇡s12Ã(g)(3, 4, . . . , N, 2|1) + . . .+ e
i⇡

N�1P
j=2

s1j
Ã(g)(N, 2, . . . , N � 1|1)
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Concluding remarks
• correct monodromy relations for N-point at g-loop

• additional “boundary” terms necessary                       
to cancel tachyonic poles

• expansion in terms of elliptic multiple zeta values

• interpretation in terms of                                
scattering in non-commutative background

• subamplitude relations play crucial role                      
for KLT at higher loops ! 

• basis of independent subamplitudes ?

• include closed strings ?


