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Smoothed Particle Hydrodynamics 

2h

ρ(r) =
N∑

j=1

mjW (|r − rj |, h)

Lucy (1977), Gingold & Monaghan (1977), Monaghan (1992), Price (2004), Monaghan (2005)
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Smoothed Particle Magnetohydrodynamics
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Price & Monaghan (2004a,b, 2005)



Technical issues

1) Momentum 
conserving force 
is unstable

2) Shocks

3) Variable h

(Morris 1996)

use force which vanishes for constant stress
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formulate artificial dissipation terms (PM04a)

use Lagrangian (Price & Monaghan 2004b)



• prevention vs cleanup (Price & Monaghan 2005)

• Euler potentials:

4) The ∇•B = 0 constraint

B = ∇α ×∇β

Euler (1770), Stern (1976), 
Phillips & Monaghan (1985)

Price & Bate (2007), Rosswog & Price (2007)

use accurate SPH derivatives (Price 2004)
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add shock dissipation
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‘advection of magnetic 
field lines’

BUT: helicity constraints (A.B = const): cannot represent certain fields, no dynamo action. 
Field growth suppressed once clear mapping from initial to final particle distribution is lost



Test problems: 1D shocks

(Price & Monaghan 2004a,b, Price 2004)



Brio/Wu
3D Lagrangian MHD with Euler potentials 13

Figure 12. Results of the Brio & Wu MHD shock tube test at t = 0.1 using 631 particles and the Euler potential formulation. For comparison the numerical

solution taken from Balsara (1998) is given by the solid line. The solution illustrates the complex shock structures which can be formed due to the different

wave types in MHD, including in this case a compound wave consisting of a slow shock attached to a rarefaction wave.

given by α = −Byx (equivalent to the vector potential Az) and

β = z (or more specifi cally ∇β = ẑ) and the Bx component is

treated as an external fi eld which requires adding a source term to

the evolution equation for α as discussed in §2.3.4. Particles are re-
stricted to move in one spatial dimension only, whilst the magnetic

fi eld is allowed to vary in two dimensions (that is, we compute a vy
but do not use it to move the particles). This is sometimes referred

to as a “1.5D” approximation.

We setup the problem using 631 equal mass particles in the domain

x ∈ [−0.5, 0.5] using, as in the hydrodynamic case, purely discon-
tinuous initial conditions. Artifi cial viscosity, thermal conductivity

and resistivity are applied as described in §2.2.3 and §2.3.4. The
results are shown at t = 0.1 in Fig. 12. For comparison the numeri-
cal solution from Balsara (1998) is given by the solid line (no exact

solution exists for this problem). The solution is generally well cap-

tured by our numerical scheme. Two small defects are worth noting.

The fi rst is that a small offset is visible in the thermal energy – this

is a result of the small non-conservation introduced by use of the

Morris formulation of the magnetic force (required for stability, see

Eq. (45)). Secondly, the rightmost discontinuity is somewhat over-

smoothed by the artifi cial resistivity term. We attribute this to the

fact that the dissipative terms involve simply the maximum signal

velocity vsig (that is the maximum of all the wave types). Ideally

each discontinuity should be smoothed taking account of its indi-

vidual characteristic and corresponding vsig (as would occur in a

Godunov-MHD scheme). Increasing the total number of particles

also decreases the smoothing applied to this wave.

3.3.2 2D: Current loop advection problem

A simple test problem for MHD is to compute the advection of

a weak magnetic fi eld loop. This test, introduced by Gardiner

& Stone (2005) in the development of the Athena MHD code2,

presents a challenging problem for grid-based MHD schemes re-

quiring careful formulation of the advection terms in the MHD

equations. For our Lagrangian scheme, this test is straightforward

to solve which strongly highlights the advantage of using a parti-

cle method for MHD in problems where there is signifi cant motion

with respect to a fi xed reference frame.

We setup the problem here following Gardiner & Stone (2005):

The computational domain is two dimensional with x ∈ [−1, 1],
y ∈ [−0.5, 0.5] using periodic boundary conditions. Density and
pressure are uniform with ρ = 1 and P = 1. The particles are
laid down in a cubic lattice confi guration with velocity initial-

ized according to v = (v0 cos θ, v0 sin θ) with cos θ = 2/
√

5,
sin θ = 1/

√
5 and v0 = 1 such that by t = 1 the fi eld loop will

have been advected around the computational domain once. The

2 http://www.astro.princeton.edu/∼jstone/athena.html
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(Price & Monaghan 2004a,b, Rosswog & Price 2007)



Mach 25 shock

(Price & Monaghan 2004a,b, Price 2004)



2D Orszag-Tang Vortex

(Price & Monaghan 2005, Rosswog & Price 2007)



Magnetised rotor problem

(Price & Monaghan 2005)



Current loop advection

(Rosswog & Price 2007)

In the following section, we present additional tests of these CT algorithms where wave modes other than
the contact mode play an important role in the solution. We note in passing that the source terms described
in Section 3.1 are absolutely essential to obtain the results presented here. If they had been omitted, the field
loop disintegrates in oscillations before completing a fraction of an orbital period.

3.3.2. Circularly polarized Alfvén wave
In a recent paper Tóth [32] described a test problem involving the evolution of traveling and standing

circularly polarized Alfvén waves in a periodic domain. This test problem is interesting from the point
of view that the initial conditions are nonlinear solutions to the equations of ideal MHD. Unfortunately,

Fig. 2. Gray-scale images of the magnetic pressure ðB2
x þ B2

yÞ at t = 0.19 for an advected field loop ðv0 ¼
ffiffiffi
5

p Þ using the Ea
z (top left), E%

z

(top right) and Ec
z (bottom) CT algorithm.

Fig. 3. Gray-scale images of the magnetic pressure ðB2
x þ B2

yÞ at t = 2 for an advected field loop ðv0 ¼
ffiffiffi
5

p Þ using the Ea
z (top left), E%

z

(top right) and Ec
z (bottom) CT algorithm.
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the current density is initially singular. A more quantitative measure of the magnetic field dissipation rate is
given by the time evolution of the volume average of B2 as shown in Fig. 7. We find that the measured val-
ues (denoted by symbols) is well described by a power law (solid line) of the form B2 = A(1 ! (t/s)a) with
A = 3.463 · 10!8, s = 10.614 · 103 and a = 0.2914.

Another important indicator of the properties of the integration algorithm is the geometry of the mag-
netic field lines. Note that since the CT method evolves the interface magnetic flux (preserving $ Æ B = 0)
one may readily integrate to find the z-component of the magnetic vector potential. The magnetic field lines
presented in Fig. 8 are obtained by contouring Az. The same values of Az are used for the contours in both
the t = 0 and the t = 2 images. By t = 2 the inner most field line has dissipated. It is quite pleasing, however,
to note that the CTU + CT algorithm preserves the circular shape of the magnetic field lines, even at this
low resolution.

5.2. Circularly polarized Alfvén wave

The test problem involving the propagation of circularly polarized Alfvén waves at an oblique angle to
the grid was described in Section 3.3.2. In this subsection, we present a resolution study for both standing
and traveling Alfvén waves. The initial conditions are equivalent to those used in Section 3.3.2 only with
N = {4,8,16,32}.

As a diagnostic of the solution accuracy, we plot the in-plane component of the magnetic field, B2, per-
pendicular to the wave propagation direction, x1, in Fig. 9. These plots are constructed using the cell center
components of the magnetic field and each grid cell is included in the plots. Hence, the lack of scatter dem-
onstrates that the solutions retain their planar symmetry quite well. Fig. 9 includes the solutions at time
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Fig. 7. Plot of the volume averaged magnetic energy density B2 as a function of time. The solid line is a power law curve fit to the data
points denoted by the symbols.

Fig. 8. Magnetic field lines at t = 0 (left) and t = 2 (right) using the CTU + CT integration algorithm.
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(Gardiner & Stone 2005)

(Gardiner & Stone 2005, JCP 205, 509)



Star formation



  Effect on binary formation (Bz field):







Theoretical questions
1) What is the effect of magnetic fields on fragmentation? 
suppress or enhance? effect on IMF?

2) Role of magnetic pressure vs magnetic tension? super/sub 
critical, super/sub Alfvenic, beta < 1 or beta > 1?

3) Magnetic fields -> outflow connection? what are the necessary 
ingredients for outflow production?

4) What are the effects of magnetic fields on the star 
formation rate/efficiency? support of low density regions, 

suppression of accretion, generation of outflows 

5) What are the important numerical issues to get right? 
resolution criterion for MHD?

6) Importance of non-ideal effects? ambipolar...hall...resistive. In 
what order?


