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• can be cleaner & more tunable than condensed matter
• can be more coherent => long-time non-equilibrium dynamics

• prepared & probed differently
=> new avenues for studying strongly-interacting topological  
systems

• easy access to a variety of bosons, fermions, spins

Atomic, molecular, and optical (AMO) systems
neutral atoms trapped ions
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Fig. 1. Graphic representations of the two systems. (A) the superconduct-
ing qubits connected by microwave resonators (credit: IBM Research).
(B) The linear chain of trapped ions connected by laser-mediated interac-
tions. (A and B, Insets) Qubit connectivity graphs: (A) star shaped and (B)
fully connected.

of defined amplitude, phase, and duration resonant with the
qubit frequency. Two-qubit operations are produced by applying
Raman beams to a pair of ions, with beat-note frequencies near
the motional sidebands. This creates an effective XX–Ising inter-
action between the spins mediated by all modes of motion (10–
12). We use a pulse-shaping scheme to ensure spin and motion
are disentangled at the end of the operation (13, 14). Because all
ions partake in the collective motion of the chain, gates between
any pair can be invoked in this way (Fig. 1B, Inset). The address-
ing during operations and the distinction between qubits dur-
ing readout are both achieved by spatially resolving the ions.
The fidelities for single- and 2-qubit gates are typically 99.1(5)%
and 97(1)%, respectively. The single-qubit readout fidelity is
99.7(1)% for state |0i and 99.1(1)% for state |1i. The latter is
lower because off-resonant excitation during readout predomi-
nantly causes |1i! |0i pumping. The average readout fidelity for
an entire 5-qubit state is 95.7(1)%. This is lower than one would
expect from the average single-qubit readout fidelity, because
there is crosstalk that leads to |0i! |1i errors on adjacent chan-
nels. Typical gate times are 20µs for single-cubit and 250µs
for 2-qubit gates. Spin depolarization is negligible for hyperfine
ground-level qubits (T1 ⇠1). The spin-dephasing time (T ⇤

2 ) is
⇠0.5 s in the current setup and can be easily extended by sup-
pressing magnetic-field noise.

In analogy to atoms given by nature, the man-made supercon-
ducting circuits in the IBM quantum computer can be thought
of as “artificial atoms” (16). They are transmon qubits (17) or
superconducting islands connected by Josephson junctions and
shunt capacitors that provide superpositions of charge states
that are insensitive to charge fluctuations. The device used here
has a range of qubit frequencies between 5 GHz and 5.4 GHz
(www.research.ibm.com/ibm-q). The qubits are connected to
each other and the classical control system by microwave res-
onators. State preparation (18) and readout, as well as single-
(19) and 2-qubit gates (20), are achieved by applying tailored
microwave signals to this network and measuring the response.
Qubits are resolved in the frequency domain during address-
ing and readout. In the Quantum Experience hardware, the
qubits are connected in a star-shaped pattern that provides four
2-qubit interactions (Fig. 1A, Inset), which are controlled-NOT
(CNOT) gates targeting the central qubit. Single-qubit read-
out fidelities are typically ⇠96% (www.research.ibm.com/ibm-q),
and the average readout fidelity for an arbitrary 5-qubit state
is ⇠80% (www.research.ibm.com/ibm-q). Typical gate fidelities
are 99.7% and 96.5% for single- and 2-qubit gates, respectively.

Typical gate times are 130 ns for single-qubit and 250–450 ns
for 2-qubit gates, whereas coherence times are ⇠60µs for both
depolarization (T1) and spin dephasing (T2). The publicly acces-
sible system runs autonomously, not requiring any human inter-
vention over many weeks (www.research.ibm.com/ibm-q). This
level of reliability may come at a cost due to drifts between peri-
odic calibrations. Higher connectivity can in general be achieved
by coupling three to four transmons to one resonator, limited
by spectral resolution. The present layout could be modified
to provide connections from qubit 1 to 5 and from qubit 2 to
4 (www.research.ibm.com/ibm-q). Furthermore, other supercon-
ducting architectures involving multimode resonators (3) can
offer higher connectivity.

On these two machines, we compare a selection of compos-
ite gates and algorithms that represent a variety of circuit con-
nectivities. In each case, we map the algorithms to the device
by breaking them down into circuits made up of gates native to
the specific hardware. We rely on an optimization protocol (21)
to accomplish this task for the trapped ions and CNOT + T/Za

algebra (22) with further manual optimization to compose the
experiments for the IBM machine (23). The available gate set
for the ion-trap system consists of the 2-qubit XX gate, as well as
arbitrary single-qubit R✓

↵ gate rotations by an angle ✓ about any
axis (given by ↵) on the equator of the Bloch sphere. We call this
the R/XX library. The IBM system makes available the family
of gates [X, Y, Z, H, S, CNOT, and T (15)], known as the Clif-
ford + T library. Because each gate is subject to errors, the cir-
cuits are optimized to minimize the number of operations used.
The resulting gate numbers are optimal for 2-qubit gates and
either optimal or close to optimal for single-qubit gates. The total
number of single- and 2-qubit gates for each algorithm is shown
in Table 1. The R/XX library offers a better overall expressive
power. However, we note that the Clifford +T library was likely
chosen for didactic reasons and is not native to superconducting
systems, which do in principle offer continuous parameters for
single- and 2-qubit gates.

In addition to the two systems considered here, Table 1 also
gives the numbers for an LNN connectivity architecture as used,
e.g., in superconducting qubits (1) as well as semiconductor
gated quantum dots (24). The numbers in Table 1 show that the
2-qubit gate count strongly depends on the matching between the
circuit and the qubit connectivity graph. The LNN architecture
is as efficient as the fully connected system for the hidden shift

Table 1. Single- and 2-qubit gate counts for the circuits on the

superconducting (star-shaped) and the ion-trap (fully connected)

system after mapping to the respective hardware using the

respective gate libraries

Connectivity Star LNN Full

Hardware Superconductor Superconductor Ion Trap

Gate type 1-qubit 2-qubit 1-qubit 2-qubit 1-qubit 2-qubit

Margolus 20 3 20 3 11 3
Toffoli 17 10 9 10 9 5
Bernstein–Vazirani 10 0–4 10 0–10 14–26 0–4
Hidden shift 28–34 10 20–26 4 42–50 4
QFT-3 42 19 11 7 8 3
QFT-5 * * 35 28 22 10

For comparison, the gate counts for a linear nearest-neighbor (LNN)
architecture as implemented in ref. 1 are included. We also note the gate
count for the quantum Fourier transform (QFT) for 3 and 5 qubits. The latter
was implemented in ref. 6, using a sequence of modular gates that was not
optimized for gate count. The QFT-5 cannot be implemented exactly using
the current IBM gate library.
*If we assume Za operations are possible, the counts shown are 47 for single-
cubit and 29 for 2-qubit gates.

3306 | www.pnas.org/cgi/doi/10.1073/pnas.1618020114 Linke et al.

We next imaged the edge state for a system designed without a
phase slip; that is, the magnetic field was uniform over the entire
system. Figure 2 shows light propagation along the short
(Fig. 3a,c) and long (Fig. 3b,d) edges. Light was launched in a
specific frequency band v /J¼ 1.7+0.6 (21.7+0.6), corresponding

to the short (long) edge excitation. The physical transverse width of
the edge state was about one to two resonators, as observed both in
experiment and simulation. The width is slightly greater in the
experiment than in the numerical simulation due to the presence
of intrinsic disorder in the fabrication, which was ignored in the
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Figure 3 | Edge state propagation in a homogeneous magnetic field (8 3 8 array). a–d, Light enters from one corner and exits from the other. The
experiment shows that, depending on input frequency, the light takes the short edge (a) or the long edge (b). The experimental results (a,b) are in good
agreement with the simulation results (c,d). The simulation parameters are (kex, kin, J)¼ (31, 0.57, 26) GHz, which are extracted from experimental
measurement of simpler devices. e, SEM image of the system.
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Figure 4 | Edge state protection against a defect. a, SEM image showing that a resonator has been intentionally removed from the array. b,c, Topological
protection is observed in the experiment (b) as light propagating along the edge routes around the defect, in agreement with simulation (c). Parameters for
the simulation are as in Fig. 3.
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optical photons

Other (including AMO-like systems): polar molecules, microwave 
photons, superconducting qubits, implanted solid-state defects,…



Outline

• ultracold atoms

Topological phases with

• photons
• spins

(not exhaustive, e.g. optomechanics, …)



Effective gauge fields for ultracold atoms

• will focus on 2D topological matter

Spin-orbit reviews: Galitski, Spielman, Nature 494, 49 (2013) 
                               Zhang, Yi, Sa de Melo, Synthetic Spin-Orbit Coupling  
                                     in Cold Atoms (2018) 

Reviews: Dalibard, Gerbier, Juzeliunas, Ohberg, RMP 83, 1523 (2011)
Goldman, Juzeliunas, Ohberg, Spielman, Rep. Prog. Phys. 77, 126401 (2014)

Galitski, Spielman, Juzeliunas, Physics Today 72, 1, 38 (2019)
Zhang et al, Adv. Phys., 67, 253 (2018) <= 150 pages, 570 refs

Cooper, Dalibard, Spielman, RMP 91 015005 (2019) <= 50 pages, 260 refs

• will not focus on spin-orbit coupling



Effective magnetic fields 
in rotating quantum gases

vortex lattice in a BEC
Ketterle group (2001)

Dalibard group (2000)

vortex lattice in strongly 
interacting Fermi gas

Ketterle group (2005)

Coriolis force ~ Lorentz force

due to technical limitations:  fields << one flux (vortex) per atom
vortex ~ magnetic flux



Light-induced effective magnetic field

Lin, Compton, Jimenez-Garcia, Porto, Spielman, Nature 462, 628 (2009)

lowest dressed state

experiences effective magnetic field
|d(r)i = c-1(r)|-1i+ c0(r)|0i+ c1(r)|1i

• can get large magnetic field
• only over a narrow strip
• spontaneous emission

vortices in a BEC



Light-induced effective magnetic field

Lin, Compton, Jimenez-Garcia, Porto, Spielman, Nature 462, 628 (2009)

lowest dressed state

experiences effective magnetic field
|d(r)i = c-1(r)|-1i+ c0(r)|0i+ c1(r)|1i

• can get large magnetic field
• only over a narrow strip
• spontaneous emission NOT in tight-binding limit

Cooper, PRL 106, 175301 (2011) 
optical flux lattices

related expt: Sun et al (Pan),  
       PRL 121, 150401 (2018) 
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Figure 24. (a) Laser-assisted tunneling. Two internal states of an
atom, denoted |g⟩ and |e⟩, are trapped in state-dependent optical
lattices Vg,e. A resonant laser with frequency ωge couples the two
states and induces effective tunneling matrix elements [179, 180].
The configuration where Vg = − Ve can be simply implemented for
Yb atoms, by using lasers at the ‘anti-magic’
wavelength [180, 362, 363]. (b) Shaking an optical superlattice.
Atoms are trapped in a superlattice potential V , displaying an
energy offset " between neighboring lattice sites and chosen so as
to inhibit the hopping (i.e. " ≫ J , where J is the natural hopping
amplitude). A resonant modulation of the lattice potential, with
frequency ω ≈"/h̄, re-activates the hopping in a controlled manner
[103, 357–361]. The lattice modulation can be created by two
(far-detuned) running-wave beams with frequencies ω1,2, such that
ω2 − ω1 = "/h̄. The effective tunneling matrix element can be
decorated with non-zero Peierls phases, when the modulation
further transfers momentum δk to the atoms, which can be realized
using Raman lasers with wave vectors k1,2, such that δk = k2 − k1
(see section 8.4.3). An extension of this scheme was recently
implemented in the Munich [61, 64, 364] and MIT [65] experiments.
See also figure 25.

8.4.3. Laser-assisted tunneling methods: the main ingredients.

Choosing the gauge. The first step consists in selecting the
gauge, thus dictating the explicit form of the link variables
Ujk . For the Hofstadter model, we typically choose the
Landau gauge (150), in which the link variables Ujk =
exp

[
iφx,y(m, n)

]
are non-trivial along ey only (i.e. φx = 0 and

thus the hopping along ex can be the lattice’s native tunneling).
It is convenient to create non-trivial link variables Ujk along the
links connecting the NN sites of the lattice [179, 180, 368, 369],
so as to maximize the overlap between the Wannier functions
(see equation (156) below).

Preventing natural hopping. In this case, the native hopping
along the links for which Ujk ̸= 1 must be eliminated.
For example, in the Landau gauge (150), this would be the
natural hopping along ey of a square lattice. This simple,
but important, task allows the subsequent external induction
and control of hopping. In the Munich experiment of 2011
[61], spontaneous hopping is prohibited using a superlattice
along ey, namely, by applying an energy offset " much larger
than the natural hopping amplitude J between alternating
sites, see figure 25(a). Schemes involving state-dependent
lattices are also envisaged [179, 180], where atoms located in

neighboring sites experience distinct optical potentials. State-
dependent lattices are convenient for Ytterbium atoms [180],
and for bosonic alkali atoms. However, for fermionic alkali
atoms, they generally lead to large spontaneous rates, and thus
alternative schemes are required [336].

Atom–light coupling. The tunneling between neighboring
sites j → k must be induced and controlled externally,
leading to an effective hopping matrix element J eff

j→k . In this
section, we consider the superlattice configuration used in the
Munich experiment [61, 364], which is similar to the tilted
lattice configuration implemented in the subsequent Munich
and MIT experiments [64, 65]. We refer the reader to Refs.
[80, 179, 180, 362, 363] for a description of the laser-induced
tunneling methods using different internal states together with
state-dependent lattices and inter-species coupling. In the
superlattice illustrated in figure 25(a), atoms in neighboring
sites occupy Wannier functions wl(r − rj ) and wh(r − rk),
respectively (here the indices l and h refer to the low energy and
high energy sites in the superlattice). For a given energy offset
", tunneling can be induced by an external time-dependent
perturbation

Vcoupl(r, t) = h̄% cos(q · r − ωLt), (155)

from a pair of Raman lasers with wave vectors k1,2 and
frequencies ω1,2. The h̄ωL = h̄(ω1 − ω2) ≈ " energy
difference allows resonant coupling between the staggered
lattice sites, see figure 25(b). Here, % denotes the Rabi
frequency characterizing the strength of the atom–light
coupling. The key ingredient of the scheme is that the
momentum transfer h̄q = h̄(k2 − k1) can be adjusted by tuning
the angle between the Raman beams. The resulting hopping
amplitude, from a low energy site rj to a high energy site rk ,
is then given by the integral [61, 64, 65] (see also [179, 180])

J eff
j→k = h̄%

2

∫
w∗

h(r − rk)wl(r − rj )eiq·rdr,

= J eff
0 eiq·rj = J eff

0 Ujk, (156)

where δkl = rk − rj = a is the vector connecting
neighboring sites j and k. The effective hopping is
therefore characterized by the amplitude J eff

0 , along with a
complex Peierls phase factor determined by the momentum
transfer h̄q, see figure 25(b). In other words, the time-
dependent perturbation (155) generates a link variable given
by Ujk = exp

[
iφ(rj )

]
, where φ(rj ) = (k2 − k1) · rj . The

effective hopping in equation (156) can also be written in the
‘symmetric’ notation

J eff
j→k(rj , rk) = h̄%

2
eiq·(rj +rk)/2

×
∫

w∗
h(r − δkl/2)wl(r + δkl/2)eiq·rdr

= J̃ eff
0 eiq·(rj +rk)/2, (157)

which is appropriate for certain geometries, especially for the
non-square lattices [363, 368–370]. Importantly, the effective
hopping from a high energy site rk to a low energy site rj

J eff
k→j (rk) =

(
J eff

j→k(rj )
)∗

= J eff
0 e− iq·rj = J̃ eff

0 e− iq·(rj +rk)/2, (158)

39

Rep. Prog. Phys. 77 (2014) 126401 Review Article

Figure 24. (a) Laser-assisted tunneling. Two internal states of an
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frequency characterizing the strength of the atom–light
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Gauge fields in optical lattices

• laser-assisted tunneling Ruostekoski, Dunne, Javanainen PRL 
(2002) Jaksch & Zoller NJP (2003)

Review: Goldman, Juzeliunas, Ohberg, Spielman, Rep. Prog. Phys. 77, 126401 (2014)

• shaking with momentum transfer e.g. Struck,…, Lewenstein, Sengstock, 
Windpassinger, PRL (2012)

2D => magnetic field

Issue: heating, esp.  
with interactions

Issue: spontaneous emission 

Experiments: Bloch, Spielman, Sengstock, Ketterle, Esslinger, Greiner, etc…

tei�

tei�



Examples of lattices with topological bands

Haldane model
Haldane PRL (1988)

Hofstadter square lattice

LETTERS NATURE PHYSICS DOI: 10.1038/NPHYS3171
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Figure 1 | Schematics of the all-optical experimental set-up used to
generate a uniform artificial magnetic field and the Chern-number
measurement. a, The set-up consists of a two-dimensional optical lattice
with lattice constant a=�s/2 and tunnel couplings Jx, Jy between
neighbouring sites. Bare tunnelling is inhibited along x by a staggered
potential, creating an o�set � between grey and white sites. Two further
pairs of laser beams (red and blue arrows), with wavevectors
|kij|'kL =⇡/(2a) (i={r,b} and j={1,2}) and resonant frequency di�erence
!i=!i2 �!i1 =±�/~, are used to restore tunnelling. Each pair consists of
two beams, one running-wave (along y) and one retro-reflected beam
(along x, arrows with lighter shading). Tunnelling on red and blue links is
controlled independently by the i= r and i=b beams, respectively, hence
generating a rectified flux � =⇡/2 per plaquette (aligned along �êz). The
magnetic unit cell (grey shaded area) is four times larger than the usual
lattice unit cell. b, The Chern number is extracted from the transverse
displacement of the atomic cloud in response to an external force
generated by an optical gradient.

far-detuned laser beams, each pair generating a moving potential
of the form Vi(x , y , t) =  cos(kLx + 'i)cos(�kLy ± !t), where 
is the driving amplitude, kL = 2⇡/�L, and ! = �/~. The relative
phases'i are adjusted so as to control successive links independently
(Fig. 1a). In the high-frequency limit ~! � Jx , Jy , this system can
be described by an e�ective time-independent Hamiltonian27–31,
whose dominant contributions reproduce the Harper–Hofstadter
Hamiltonian (Methods)

Ĥ =�J
X

m,n

�
ein� â†

m+1,nâm,n + â†
m,n+1âm,n +h.c.

�
,� =⇡/2 (1)

where the Landau gauge was chosen to describe the system6. Here
âm,n(â†

m,n) annihilates (creates) a particle on site (m, n), where the
position in the lattice is defined as R=maêx + naêy , with m, n
integers and êx ,y the unit vectors. In the limit ��  , the e�ective
coupling strengths are given by J e�x ' Jx/(

p
2�) and J e�y ' Jy ;

the experimental parameters were chosen such that J e�x ⇡ J e�y ⌘ J .
Higher-order corrections to the e�ective Hamiltonian lead to a local
renormalization of the hopping along y , which for our experimental
parameters /(~!) can lead to modifications of the tunnelling up
to 0.3Jy (Methods and Supplementary Information). In the presence
of the e�ective flux � =⇡/2, the magnetic unit cell is four times
larger than the standard unit cell (Fig. 1a). Consequently the first
magnetic Brillouin zone (FBZ) is reduced, and the energy bands split
into four subbands3,6. Because the two middle bands touch at the
Dirac points (Fig. 2b), the energy spectrum is partitioned into three
isolated bands, labelled as Eµ, with Chern numbers ⌫µ. We stress
that the central ‘super-band’ contains twice the number of states as
compared to the other two bands.

To load the atoms into the lowest Hofstadter band, we developed
an experimental sequence using an auxiliary superlattice potential
(Methods), which introduces a staggered detuning � along both
directions: along x , the o�set between neighbouring sites is

increased away from the resonance condition to �+ �, whereas it
is simply given by � along y (Fig. 2a). Importantly, the unit cell of
the square lattice with staggered potentials along both directions
is equivalent to the magnetic unit cell of the Harper–Hofstadter
model; thus, the number of energy bands is preserved during the
loading sequence. For �>2J the topology of the bands is trivial, all
Chern numbers are zero, and the atoms populate the lowest band
(low-energy sites of the superlattice).When crossing the topological
phase transition at � = 2J , the spectral gaps close at a single point
in the FBZ and the system enters the topologically non-trivial
regime, where the lowest band E1 has a Chern number ⌫1 = +1.
Finally, for �=0 we realize the Harper–Hofstadter model with flux
� =⇡/2 (Fig. 2b).

Recently, severalmethodswere proposed to probe the topological
nature of energy bands with cold atoms, exploiting Bloch
oscillations and other transport measurements12,13,28. In the
presence of a constant force F= F êy , atoms on a lattice undergo
Bloch oscillations along the direction of the force; this longitudinal
motion is captured by the band velocity vbandµ = @kEµ/~. Moreover,
when the energy bands have non-zero Berry curvature, the cloud
also experiences a net perpendicular (Hall) drift (Fig. 1b); this
transverse motion is described by a further contribution to the
velocity, denoted vx

µ (ref. 32). For a particle in a state
��uµ(k)

↵
of the

µth band, this ‘anomalous’ contribution to the velocity reads

vx
µ(k)=�

F
~

⌦µ(k), ⌦µ = i
�⌦

@kx uµ|@ky uµ

↵
�
⌦
@ky uµ|@kx uµ

↵�

where ⌦µ(k) is the Berry curvature of the band32. The e�ects
associated with the anomalous velocity vx

µ can be isolated
by uniformly populating the bands, which averages out any
contribution from the band velocity,

R
@Eµ/@kx ,yd2k=0. This could

be directly realized with fermionic atoms by setting the Fermi
energy within a spectral gap13, in analogy with the integer quantum
Hall e�ect. Here we consider an incoherent distribution of bosonic
atoms, where the population within each band is homogeneous in
k-space, an assumption which has been validated independently
(Supplementary Information). In the absence of inter-band
transitions, the contribution of the µth band to the centre-of-mass
(COM) motion perpendicular to the force can be written in terms
of the Chern number of the µth band ⌫µ =

R
FBZ ⌦µd2k/(2⇡),

xµ(t)=�
4a2F
h

⌫µ t=�4a⌫µ

t
⌧B

where the factor 4a2 is the area of the magnetic unit cell (Fig. 1a)
and ⌧B =h/(Fa) is the characteristic timescale for Bloch oscillations.
In our experiments, we applied an optical dipole force along y
(Methods) andmeasured the COM-evolution of the atomic cloud in
situ for opposite directions of the flux� , whichwere then subtracted
to obtain the di�erential shift x(t , �) � x(t , ��) = 2x(t). For
short evolution times, an almost linear di�erential displacement
is observed (Fig. 3a), whereas for longer times it saturates owing
to band repopulation (Fig. 3b,c). We note that the deflection
is symmetric with respect to the direction of the applied force
(black and grey data points in Fig. 3b), as expected from theory.
Furthermore, we measured the COM-motion for � = 0 (light
blue data points in Fig. 3b) and for a staggered-flux distribution
(dark blue data points in Fig. 3b); neither measurement shows any
significant displacement, which is consistent with a Chern number
of zero (Methods).

The band-mapping sequence, which is basically the reversed
loading sequence as illustrated in Fig. 2b, allows us to measure
the band populations of the di�erent Hofstadter bands during the
dynamics (Fig. 3c). For large detuning �, tunnelling is inhibited
along both directions and the populations of the Hofstadter bands
map onto those of the two-dimensional superlattice, where standard
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Hofstadter PRB (1976)

Jotzu, …,Esslinger, Nature 515, 237 (2014)
fermions, using shaking

Aidelsburger, …, Cooper, Bloch, Goldman, Nature Phys. 11, 162 (2015)
Kennedy, Burton, Chung, Ketterle, Nature Phys. (2015)(� = ⇡)

(� = ⇡/2)
bosons, using laser-assisted tunneling



Measuring topological invariants (Bloch group)

• measure Chern number in Hofstadter band
Aidelsburger, …, Cooper, Bloch, Goldman, Nature Phys. 11, 162 (2015)

• measure Berry flux over entire Brillouin zone (hex. lattice)
Duca, …,Bloch, Schleier-Smith, Schneider, Science 347, 288 (2015)

• …



Skipping orbits
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Figure 1: Hybrid 2-D lattice. (A) N ⇡ 10
5 atom 87Rb BECs, confined in a 1-D optical lattice

with a bias magnetic field B0ez, were illuminated either by a pair of counter-propagating Raman
lasers or an rf magnetic field Brf . (B) The Raman or rf field linking the three internal |mi states
with Rabi frequency ⌦R was detuned from the gµBB0/h ⇡ 0.817 MHz or 1.35 MHz Zeeman
splitting by �. The corresponding quadratic Zeeman shift additionally lowered |m = 0i by
✏ = 0.05EL or 0.13EL. The Raman lasers’ relative phase was actively stabilized at a beam-
combiner adjacent to the optical lattice retroreflection mirror. (C) The lattice along es can be
considered as a square well with hard walls at m = ±2 for which � 6= 0 tilts the potential
towards one wall or the other. (D) The 2-D hybrid lattice, where the non-spatial dimension is
built from the internal states |mi with an effective magnetic flux per plaquette �/�0 = �AB/2⇡.
(E) Three lowest magnetic bands (rainbow colors), computed for our full lattice without making
the tight binding approximation, with parameters (h̄⌦R, V, �, ✏) = (0.2, 6, 0, 0.05)EL. The pale
curves were computed for h̄⌦R = 0.
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Skipping orbits with synthetic dimension

Stuhl, Lu, et al (Spielman),  Science 349, 1514 (2015)
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Figure 4: Skipping orbits. (A-B) Schematic of dynamics starting from m = �1 including a
nonzero detuning which tilted the lattice along es. (C) Mean displacement hmi versus time ⌧

for excitations on both edges. Data for systems initialized on m = 1 (m = �1) are depicted by
pink (blue) circles. (D) Group velocity along ex versus time for both edge excitations. Numer-
ical simulations (solid curves) use parameters (h̄⌦R, V, �, ✏) = (0.58, 5.2,±0.087, 0.13)EL

from fits to population dynamics like C. In both cases, the potential gradient along es from �

was selected so the initial site (m = ±1) had the lowest energy. (E) Edge magnetoplasmon
trajectories, where the displacement h�j(⌧)i was obtained by integrating hvx(⌧)i/a.
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See also Mancini et al (Inguscio, Fallani), Science 349,  
1510 (2015)
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prepare | 〉≡ − | 〉/a a aˆ vac (ˆ ˆ ) vac 20,A
†

0,1
†

0,0
† . From the initial state | 〉â vac0,S

† , 
we investigate the effect of the artificial magnetic field on the propaga-
tion dynamics of the atom after suddenly reducing the lattice depth in 
the x direction14,15.

At zero flux, the motion of the particle is separable and so we expect 
no dynamics along the y direction because we prepared the atom in the 
ground state along this dimension. However, the coupling of a particle 
to a magnetic field gives rise to a non-separable Hamiltonian, yielding 
chirality and multi-dimensional dynamics in the motion of the atom. In 
Fig. 3b, the y components of the centre-of-mass (yCOM) for the left and 
right halves of the system are plotted as a function of evolution time. 
The density in both halves oscillates between the upper and lower legs 
of the ladder, but these oscillations occur out of phase with each other 
and are biased towards opposite legs. The population that propagates 
to the right (left) is initially biased towards the upper (lower) leg of the 
ladder—a behaviour that is reminiscent of skipping orbits.

We explain the chiral trajectories that are observed in the quantum 
walk using the band structure of the ladder. An isolated rung sub-
system (K =  0) admits eigenstates with antisymmetric and symmet-
ric superpositions of the atom occupying each constituent site, with 
the antisymmetric state being higher in energy by 2J. In the limit that 
J >  K >  0, these eigenstates hybridize with plane-wave states that run 
along the legs of the ladder such that there are two sub-bands with 
non-zero width of the order of K, split by an energy of the order of J  
(Fig. 3c). Each band is composed of Bloch states of quasi-momentum q, 
with the rung subsystems defining the unit cells of a one-dimensional 
lattice. The population of each site in the rung subsystems (colour scale 
in Fig. 3c) depends on the quasi-momentum of the eigenstate.

We identify the bands as + or − on the basis of their symmetric and 
antisymmetric character in the unperturbed K =  0 limit22. In 
the + band, a population imbalance towards the upper (lower) leg of 
the ladder is associated with a rightward (leftward) group velocity, lead-
ing to chiral behaviour. The − band exhibits the opposite chirality. The 
initial state shown in Fig. 3a more heavily populates the + band, result-
ing in the chiral behaviour associated with that band. The converse 
would occur for the initial state | 〉â vac0,A

† .
We study the interplay between interparticle interactions and  

the synthetic gauge field by preparing two bosons on the two neigh-
bouring sites of the central rung in the ladder. We express this  
initial state in terms of the single-particle states discussed above: 
ψ| 〉 = | 〉= − | 〉/a a a aˆ ˆ vac [(ˆ ) (ˆ ) ] vac 2initial 2 p 0,1

†
0,0
†

0,S
† 2

0,A
† 2 . This decompo-

sition shows that the upper and lower chiral bands of Fig. 3c are equally 

populated. Hence, despite the presence of a gauge field, such a state 
would exhibit no chirality in the non-interacting limit because there is 
equal weight in bands of opposite chirality and because these weights 
are preserved in time as a result of the non-interacting eigenstates being 
products of the single-particle eigenstates. In contrast, we observe clear 
chiral orbits as the particles evolve from ψ| 〉initial 2p in our experiment in 
which interactions play a critical part (Fig. 4a–c). By varying the flux 
with our projective scheme, we see that the observed chirality is present 
in the two-particle trajectories whenever the applied flux induces chi-
rality in the single-particle bands (Fig. 4d), or specifically, when the 
flux Φ is neither zero nor π. Our data establishes that the observed 
chiral dynamics depend on both interparticle interactions and the 
applied gauge field.

To understand the way in which interactions introduce chirality into 
the dynamics of the two-particle quantum system, we delineate two 
classes of eigenstates. In one class, the bosons are bound through inter-
actions. The other class corresponds to unbound scattering states in 
which the particles are largely independent and approximately equal 
to products of the single-particle eigenstates. We label this latter cate-
gory | ++ 〉, | +−〉 or |−−〉, depending on the bands that are popu-
lated by the bosons. Because the bosons in our initial state are close to 
each other, we expect that there can be sizable overlaps with both types 
of eigenstates for our experimental parameters. To study the decom-
position of the initial state experimentally, we measure the probability 
P11 for two bosons to occupy neighbouring sites of the same rung  
anywhere in the system as a function of time and gauge field strength 
(Fig. 5a). Even at long times we find a sizable, flux-dependent proba-
bility for the bosons to remain close to each other, consistent with the 
presence of a bound state.

To analyse which trajectories contribute most to the chiral signal, we 
study the shearing amplitude (as in Fig. 4c) as a function of the inter-
particle distance. At long times, we expect population in eigenstates of 
largely free-particle (bound) character to yield atoms that are farther 
apart (closer together). We find that shearing increases for bosons that 
are farther apart (Fig. 5b), which suggests that the populated, unbound 
scattering states contribute more to the observed chirality. This finding 
implies that there is an imbalance in the populations of | ++ 〉 and 
|−−〉 states. Given the stationary and equal population of the chiral 
bands in the non-interacting case, the imbalance in these observed 
dynamics must be induced by interactions. We confirm this conclusion 
by numerically calculating the overlap of our initial state with the eigen-
states of the full interacting Hamiltonian, and the associated chirality 
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U = 0

Non-chiral

U ≠ 0

Chiral

a b

i = –2 –1 0 1 2

j = 1

Two particles
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J
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Figure 1 | Strongly interacting atoms in a gauge field. a, From a two-
dimensional lattice (grey), we isolate a 2 ×  N ladder region (black) in which  
we study the interacting Harper–Hofstadter model. Nearest-neighbour 
lattice sites in the x and y directions are coupled by complex- and real-
valued tunnellings with magnitudes of K and J, respectively, realizing an 
artificial gauge field B with constant flux Φ per unit cell. The x, y and z 
directions are defined by the unit vectors ex, ey and ez, respectively. When 
multiple atoms occupy the same lattice site, they experience a pairwise 
interaction shift U. b, We first study the motion of a single particle that is 
delocalized over two sites of a given rung (green shading). Owing to the 

coupling of motion in the x and y directions induced by the gauge field, 
chiral dynamics emerge through which rightward (leftward) motion 
is correlated with a bias towards the lower (upper) leg of the ladder, as 
illustrated by the green arrows. For comparison, a pair of non-interacting 
particles (U =  0) initialized onto opposite sides of a single rung is shown. 
In this case, the system does not exhibit chirality even in the presence of a 
gauge field. Finally, we study the addition of interactions between particles 
(U ≠ 0) in the two-particle system. These interactions break the symmetry 
between particles moving to the left and to the right, thereby reintroducing 
chiral motion.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

Interacting Harper-Hofstadter model 
in the two-body limit

Tai et al (Greiner), Nature 546, 519-523 (2017) 
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Microscopy of the interacting Harper–Hofstadter 
model in the two-body limit
M. Eric Tai1, Alexander Lukin1, Matthew Rispoli1, Robert Schittko1, Tim Menke1, Dan Borgnia1, Philipp M. Preiss1†, 
Fabian Grusdt1, Adam M. Kaufman1 & Markus Greiner1

The interplay between magnetic fields and interacting particles 
can lead to exotic phases of matter that exhibit topological order 
and high degrees of spatial entanglement1. Although these phases 
were discovered in a solid-state setting2,3, recent innovations in 
systems of ultracold neutral atoms—uncharged atoms that do 
not naturally experience a Lorentz force—allow the synthesis of 
artificial magnetic, or gauge, fields4–10. This experimental platform 
holds promise for exploring exotic physics in fractional quantum 
Hall systems, owing to the microscopic control and precision 
that is achievable in cold-atom systems11,12. However, so far these 
experiments have mostly explored the regime of weak interactions, 
which precludes access to correlated many-body states4,13–17. Here, 
through microscopic atomic control and detection, we demonstrate 
the controlled incorporation of strong interactions into a two-body 
system with a chiral band structure. We observe and explain the 
way in which interparticle interactions induce chirality in the 
propagation dynamics of particles in a ladder-like, real-space 
lattice governed by the interacting Harper–Hofstadter model, 
which describes lattice-confined, coherently mobile particles in 
the presence of a magnetic field18. We use a bottom-up strategy to 
prepare interacting chiral quantum states, thus circumventing the 
challenges of a top-down approach that begins with a many-body 
system, the size of which can hinder the preparation of controlled 
states. Our experimental platform combines all of the necessary 
components for investigating highly entangled topological states, 
and our observations provide a benchmark for future experiments 
in the fractional quantum Hall regime.

The Harper–Hofstadter Hamiltonian is a model for describing lattice 
systems in the presence of a gauge field. When such a system is popu-
lated with interacting particles, chiral many-body states can emerge 
in the ground state. Here we study this model on a real-space, finite 
lattice for which single-site- and single-particle-resolved control and 
imaging are possible. The versatility of our platform enables us to build 
chiral systems and then to tune the particle number within a chiral 
state atom-by-atom and to control the real-space lattice size (Fig. 1a). 
Similar experiments using photonics19  and atomic lattices20 with syn-
thetic dimensions14 ,15 ,21 have been able to access the single-particle 
limit, but interaction effects have not been reported.

We can incrementally study our system by probing the single-particle  
band structure in the presence of a magnetic flux and then incorpo-
rating interactions through inclusion of an additional atom. In the  
single-particle limit, we observe the two chiral bands that emerge in 
the presence of a ladder or strip geometry22. By engineering a well- 
defined initial state, we can preferentially load an atom into one of 
the chiral bands, which results in shearing in the propagation of the 
particle (Fig. 1b). This shearing indicates a coupling of the dynamics 
along the leg (x) and rung (y) directions of the ladder that is reminis-
cent of a Lorentz force.

In the two-particle regime, interactions between the particles modify  
the eigenspectrum such that states of both a scattering and bound 

nature emerge. These interactions provide an avenue through which 
states of a certain chirality can be preferentially populated, giving rise to 
chiral trajectories that would otherwise be absent, even in the presence 
of a gauge field (Fig. 1b). By using quantum gas microscopy23,24 , we 
experimentally identify the mechanisms through which interactions 
produce these chiral dynamics. Importantly, although the measure-
ments performed here are non-equilibrium, the agreement between 
theory and experiment, in the presence of interactions, paves the way 
for equilibrium measurements of chiral ground states11,25 ,26.

Our experiments begin with a two-dimensional Bose–Einstein con-
densate of 87 Rb atoms located at the focus of a high-resolution imaging 
system. We use this imaging system to project a square optical lattice 
with spacing a =  680 nm and to resolve the parity of atomic site occu-
pations through fluorescence imaging. A digital micromirror device 
enables the projection of nearly arbitrary optical potentials27 , which 
we use in state preparation and to confine evolution to a 2 × N ladder 
region, where N quantifies the leg (x) dimension of the ladder. On this 
platform, we realize the Harper–Hofstadter Hamiltonian:

∑ ∑= − − + + . .φ−
+ +H ( )U n n K a a Ja a

2
ˆ ( ˆ 1) e ˆ ˆ ˆ ˆ h c (1)

i j
i j i j

i j

i
i j i j i j i j

,
, ,

,
1,

†
, , 1

†
,i j,

where U is an on-site, pairwise, repulsive interaction energy, K and J 
are tunnelling amplitudes between nearest neighbour sites, âi j,

† , â i j,  and 
n̂i j,  are the creation, annihilation and number operators for site (i, j), 
with ∈Zi  and j ∈ {0, 1} for a ladder geometry, and h.c. is the Hermitian 
conjugate. The spatially varying complex tunnelling phases, 
φi,j =  Φi + πj, are realized through the combination of a magnetic field 
gradient and a running lattice (a moving standing wave that is formed 
by the interference of two intersecting, non-degenerate beams) to drive 
Raman transitions16,17 . The non-trivial net phase (hereafter, flux) Φ for 
a loop around a unit cell yields an effective magnetic field analogous to 
the Aharonov–Bohm phase that is acquired by a charged particle in a 
real magnetic field. The flux Φ is controlled in our system by the angle 
between the running lattice and the static lattice on which the atoms 
reside. Because the Raman (running) lattice is projected through the 
objective (Fig. 2a), we are able to dynamically tune the effective mag-
netic field from the weak- to strong-field limits within a single experi-
ment, without having to change the wavelength of the laser. For the 
experiments that follow, we operate in the regime in which K/h ≈  10 Hz, 
J/h ≈  30 Hz and U/h ≈  130 Hz, with h being Planck’s constant (see 
Supplementary Information).

We probe the chiral band structure of this system by studying  
single-particle dynamics22. An atom is repeatedly prepared in a known 
initial state and the density distribution is obtained for several evolution 
times28. By means of a Landau–Zener sweep, this atom is delocalized 
to create the ground state of the central rung subsystem, ψ| 〉 =initial 1p   
+ | 〉/ ≡ | 〉a a a(ˆ ˆ ) vac 2 ˆ vac0,1

†
0,0
†

0,S
†  where subscripts ‘i,S’ (‘i, A’) indicate 

the creation of a symmetric (anti-symmetric) superposition on rung  
i and |vac〉 is the vacuum state. A sweep in the opposite direction would  

1Department of Physics, Harvard University, Cambridge, Massachusetts 02138, USA. †Present address: Physikalisches Institut, Universität Heidelberg, 69120 Heidelberg, Germany.

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

• K/h = 10 Hz, J/h = 30 Hz, U/h = 130 Hz
• 2 bosons on a ladder; using shaking

• actively pursuing FQH, but heating is an issue…



Effective gauge fields for ultracold atoms

• no IQH or FQH yet

• several groups actively pursuing FQH
- challenges: heating and/or spontaneous emission

• in principle, native weak 2-body interactions enough for FQH
- e.g. Laughlin (Abelian), Moore-Read (Ising) 

Cooper, Dalibard PRL (2013), Sterdyniak, Bernevig, Cooper, Regnault (2015)

Outlook

(• can engineer tunable 3-body interactions => tune Haldane 
pseudopotentials => exotic FQH states:  
        Graß et al (AVG), PRL 121, 253403 (2018))

• preparation (esp for FQH) is non-trivial
(- our work: scale-invariant cMERA for IQH 

 Chu et al (AVG), PRL 122, 120502 (2019))



Topological photonic systems

Reviews: Hafezi, Taylor, Physics Today 67(5), 68 (2014) 
                Lu, Joannopoulos, Soljacic, Nature Photonics 8, 821 (2014) 
                Mittal, DeGottardi, Hafezi, Optics and Photonics News 29, 36 (2018)  
                Ozawa et al, Rev. Mod. Phys. 91, 015006 (2019)

also:
Gravity, caught in the act ◄

Matter-wave metrology ◄
The promise of perovskite solar cells ◄

volume 67, number 5May 2014

www.physicst day.org

A publication of the American Institute of Physics

Photons
on the edge



Before we discuss the results of our measurements, we will first
describe how we arrived at this particular choice of experimental
system. We chose rods in air for the basic photonic-crystal geometry
because of ease of fabrication. We then performed a series of numerical
simulations for a variety of rod sizes and lattice constants on a model
2D photonic-crystal system to optimize the band structure and
compute corresponding band Chern numbers using material
parameters appropriate to a low-loss ferrite (Methods). Our numerical
simulations predicted that when the ferrite rods in this photonic
crystal are magnetized to manifest gyrotropic permeability (which
breaks time-reversal symmetry), a gap opens between the second
and third transverse magnetic (TM) bands. Moreover, the second,
third and fourth bands of this photonic crystal acquire Chern numbers
of 1, 22 and 1, respectively. This result follows from the C4v symmetry
of a non-magnetized crystal17. The results of our simulations for the
photonic crystal with metallic cladding are presented in Fig. 2. (Similar
numerical results were obtained in ref. 7, albeit using a different
material system and geometry.) Here we show the calculated field
patterns of a photonic CES residing in the second TM band gap
(between the second and the third bands). Because the sum of the
Chern numbers over the first and second bands is 1, exactly one CES
is predicted to exist at the interface between the photonic crystal and
the metal cladding. The simulations clearly predict that this photonic
CES is unidirectional. As side-scattering is prohibited by the bulk
photonic band gaps in the photonic crystal and in the metallic
cladding, the existence of the CES forces the feed dipole antennas
(which would radiate omnidirectionally in a homogeneous medium)
to radiate only towards the right (Fig. 2a, c). Moreover, the lack of
any backwards-propagating mode eliminates the possibility of
backscattering, meaning that the fields can continuously navigate
around obstacles, as shown in Fig. 2b. Hence, the scattering from the

obstacle results only in a change of the phase (compare Fig. 2a and
Fig. 2b) of the transmitted radiation, with no reduction in amplitude.

For CESs to be readily measurable in the laboratory (where it is
necessary to use a photonic crystal of finite and manageable size) they
must be spatially well localized, and this requires the photonic band
gaps containing the states to be large. The sizes of the band gaps that
contain CESs (and the frequencies at which they occur) are determined
by the gyromagnetic constants of the ferrite rods constituting the
photonic crystal. Under a d.c. magnetic field, microwave ferrites
exhibit a ferromagnetic resonance at a frequency determined by the
strength of the applied field18 . Near this frequency, the Voigt
parameter, V 5 jmxyj/jmxxj (where mxx and mxy are diagonal and off-
diagonal elements of the permeability tensor, respectively), which is
a direct measure of the strength of the gyromagnetic effect, is of order
one. Such ferromagnetic resonances are among the strongest low-loss
gyrotropic effects at room temperature and subtesla magnetic fields.
Using ferrite rods composed of vanadium-doped calcium–iron–
garnet under a biasing magnetic field of 0.20 T (Methods and
Supplementary Information), we achieved a relative bandwidth of
6% for the second TM band gap (around 4.5 GHz in Fig. 3b). As
discussed earlier, this is the gap predicted to support a CES at the
interface of the photonic crystal with the metallic wall. We emphasize
again that band gaps with trivial topological properties (that is, for
which the Chern numbers of the bulk bands of lower frequencies sum
to zero), such as the first TM band gap (around 3 GHz in Fig. 3b), do
not support CESs. All of the insight gained from the model 2D photo-
nic-crystal system was then incorporated into the final design (Fig. 1).
To emulate the states of the 2D photonic crystal, the final design
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Antenna B

CES waveguide

Metal wall

Scatterer of
variable length l

Figure 1 | Microwave waveguide supporting CESs. a, Schematic of the
waveguide composed of an interface between a gyromagnetic photonic-
crystal slab (blue rods) and a metal wall (yellow). The structure is
sandwiched between two parallel copper plates (yellow) for confinement in
the z direction and surrounded with microwave-absorbing foams (grey
regions). Two dipole antennas, A and B, serve as feeds and/or probes. A
variable-length (l) metal obstacle (orange) with a height equal to that of the
waveguide (7.0 mm) is inserted between the antennas to study scattering. A
0.20-T d.c. magnetic field is applied along the z direction using an
electromagnet (not shown). b, Top view (photograph) of the actual
waveguide with the top plate removed.
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Figure 2 | Photonic CESs and effects of a large scatterer. a, CES field
distribution (Ez) at 4.5 GHz in the absence of the scatterer, calculated from
finite-element steady-state analysis (COMSOL Multiphysics). The feed
antenna (star), which is omnidirectional in homogeneous media
(Supplementary Information), radiates only to the right along the CES
waveguide. The black arrow represents the direction of the power flow.
b, When a large obstacle (three lattice constants long) is inserted, forward
transmission remains unchanged because backscattering and side-scattering
are entirely suppressed. The calculated field pattern (colour scale) illustrates
how the CES wraps around the scatterer. c, When antenna B is used as feed
antenna, negligible power is transmitted to the left, as the backwards-
propagating modes are evanescent. a, lattice constant.
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• chiral edge states

• use photonic crystals

Wang, Chong, Joannopoulos, Soljacic, Nature 461, 772 (2009) 

• immune to backscattering

Topological bands with microwave photons

See also: Ningyuan, Owens, Sommer, Schuster, Simon, PRX 5, 021031 (2015) 
             (Hofstadter model with radio-frequency photonic circuits)

Cheng, Jouvaud, Ni, Mousavi, Genack, Khanikaev, Nat. Mater. 15, 542 (2016)

• lossy unless in superconducting circuits
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We place three transmon superconducting qubits in a ring
(Fig. 1b), where each qubit is coupled to its neighbours via
an adjustable coupler that can be dynamically modulated on
nanosecond timescales35. The Hamiltonian of the system is

H(t)= h̄
3X

j=1

!j(n̂+1/2)+ h̄
X

j,k

gjk(t)(a†
j ak +aja†

k)+Hint (1)

where a†(a) are bosonic creation (annihilation) operators, !j is
frequency of qubit Qj, n̂=a†

j aj is the particle number operator, and
gjk is the strength of the inter-qubit coupling between qubits Qj and
Qk. Hint captures the interaction between bosons and is set by the
nonlinearity of the qubits. This term does not a�ect the dynamics in
the single-photon manifold, and we will discuss its role in the two-
photonmanifold inmore detail later.Wemodulate g of each coupler
according to gjk(t) = g0 cos(1jkt + 'jk), and choose 1jk to be the
di�erence between the frequencies of the two qubits that the coupler
connects, that is,1jk =!j �!k (Fig. 2b). If |gjk|<< |!j �!k|, then, in
the rotating frame, the e�ective Hamiltonian of the system becomes

He�(�B)=
h̄
2
X

j,k

g0(ei'jk a†
j ak +e�i'jk aja†

k) (2)

where �B ⌘ '12 + '23 + '31 is the e�ective magnetic flux and is
gauge-invariant. One can intuitively understand the origin of the
gauge invariance of �B by noting that the three qubits in our
case form a closed loop, and the accumulated phase needs to be
single-valued when going around this loop. In other words, if the
qubits’ loop were open, �B would not be gauge-invariant (see
Supplementary Information for details).

Single-photon circulation
Based on this idea, we construct a protocol (Fig. 2b) and study
the dynamics of single microwave photons in our system. At t=0,
we create a microwave photon which occupies Q1 ( 0 = |100i),
and measure PQj , the photon occupation probability of Qj, as
a function of time. As shown in the middle panel of Fig. 2c,
the photon has a symmetric evolution for �B = 0. It propagates
from Q1 to Q3 and Q2 simultaneously, then back to Q1, and then
repeats the pattern with no indication of any preferred circulation
direction (blue! redgreen !blue! ...). Setting �B =⇡/2 leads to
fundamentally di�erent dynamics, where the photon propagation
shows a preferred circulation direction and marches in a clockwise
order from Q1, to Q3, to Q2, eventually back to Q1, and then
repeating the pattern (blue!green!red!blue! ...). Choosing

�B = �⇡/2 leads to anticlockwise circulation, demonstrating
that the synthetic flux �B behaves fairly similarly to physical
magnetic flux.

The hallmark of magnetic fields in a system is the breaking
of time-reversal symmetry (TRS). Commonly, TRS preserving
evolution of the state is defined as  (t) = (�t). Verifying TRS
breaking based on this relation in a real experiment can be di�cult,
since reversing the flow of time is generally not feasible. However,
the dynamics considered here is periodic with period T = 280 ns
for �B = ±⇡/2 and T = 170 ns for �B = 0 case. This periodicity
allows us to arrive at a practical definition for TRS, which is
 (t)= (T � t); for example, one could follow the evolution of
state from t = T backwards and see if it is the same as going
forwards from t =0. It can be seen in Fig. 2c that TRS is preserved
for �B = 0 and is broken when �B = ±⇡/2. These observations
establish TRS breaking for �B = ±⇡/2 and further illustrate that
the synthetic flux �B indeed behaves akin to physical magnetic
flux. The quantum nature of the circulation is manifested through
quantum correlation measurements which show entanglement
between qubits (see Supplementary Information for data). The
measured entanglement makes our experiment distinct from others
which are based on classical wave mechanics or those where the
timescales are much longer than the quantum coherence of the
system—that is, are in the semi-classical limit7–11,33,36–41.

Strongly interacting photons
We next focus on signatures of strong interactions, which are
vital for realizing FQH states, as the many-body gap is set by the
smaller of g and U . The typical weakness of interactions between
bosons makes studying many-body quantum phenomena a major
engineering challenge20. Superconducting qubits, however, naturally
overcome this challenge and provide a platform where microwave
photons can have strong interactions. Systems of coupled qubits
can be understood with a Bose–Hubbard model, where the on-site
interactionU originates from the expansion of the qubit’s confining
cosine potential:

Hint =�
U2

2
X

j

n̂j(n̂j �1)+
U3

6
X

j

n̂j(n̂j �1)(n̂j �2)+ ... (3)

In our system U2 ⇡U3 ⇠200MHz, which sets the energy di�erence
between single- and double-photon occupancy; for example, the
|200i to |110i transition. The hopping ‘bandwidth’ in each manifold
is set by g and is a few megahertz. Therefore U � g , and qubits
e�ectively form a hard core boson system.
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Interacting microwave photons in a synthetic 
magnetic field

• 3 bosonic modes (microwave photons in a superconducting circuit)

• engineer flux by periodically modulating the coupling
• interactions = non-linearity due to Josephson junctions
• extension to lattice seems promising
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Figure 2 | Single-photon circulation resulting from the TRS breaking. a, Schematic of the three qubits and their couplers placed in a triangular closed loop.
b, The pulse sequence used for generating and circulating a microwave photon shows that the qubits’ frequencies !j can be chosen to have arbitrary
values, but each coupler needs to modulate with frequency1jk , set to the di�erence in the qubit frequencies that it connects !j �!k . The periodic
modulation of each coupler can also have a phase 'jk , where�B ⌘'12 +'23 +'31. c, A microwave photon is created by applying a ⇡-pulse to Q1, at t=0
( 0 =|100i). While applying the pulse sequence shown in b, the probability of a photon occupying each qubit PQj as a function of time is measured for
three values of�B =⇡/2,0, �⇡/2. We use g0 =4 MHz, !1 =5.8 GHz, !2 =5.8 GHz, !3 =5.835 GHz,�12 =0,�23 =35 MHz,�31 =35 MHz, '12 =0,
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The signature of strong interactions can be seen in the two-
photon circulation as shown in Fig. 3b. In the absence of interactions
one expects that two photons will circulate freely with the same
chirality as a single photon. However, two-photon circulation in our
system exhibits the opposite chirality, indicating that, as a result
of strong interactions, photons do not move freely. Consequently,
given that our system has three sites, when two photons are injected
it is more natural to consider the motion of the photon-vacancy.
Similar to the physics of holes in an electron band, the photon-
vacancies have the opposite ‘charge’, and hence circulate in the
opposite direction compared to photons.

Chiral ground states
In condensed matter systems, one is generally interested in finding
the ground state of a many-body system and probing its properties.
In particular, the key signature of FQH states is the appearance
of ground-state chiral edge currents. As the many-body Chern

number of FQH phases can be extracted from the d.c. conductivity
tensor, the capability to measure ground-state currents is especially
valuable. Although the evolution of |100i or |110i, as discussed so
far, provides an intuitive understanding of the response of the system
to this synthetic gauge, these data do not directly reflect the ground-
state properties of the system, because these initial states are not
eigenstates of the Hamiltonian. To study ground-state properties,
we adiabatically prepare ground states of equation (2) and examine
breaking the TRS by measuring the chiral current in the ground
states (see Fig. 4a for pulse sequence). Analogous to the continuity
equation in classical systems, a current operator Î can be defined by
equating the current in and out of a qubit site to the change of the
photon number operator on that site (Îin � Îout =dn̂/dt). From the
continuity equations, we define the chiral current operator to be

Îchiral ⌘
X

j,k

ÎQj!Qk = i
X

j,k

(ei'jk a†
j ak �e�i'jk aja†

k) (4)
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• use ring resonators

onators; the photons circulate clockwise around each res-
onator. But, as the panel shows, a photon leaking out of one
resonator and entering an adjacent one can be engineered to
follow different paths depending on whether it goes left to
right or right to left. Thus for motion around the four-
resonator plaquette as a whole, the counterclockwise path is
longer than the clockwise one; the photon picks up a greater
number of phase wiggles for the counterclockwise trajectory.

In sum, a properly designed array of optical resonators
(figure 2c shows an electron micrograph of our device) mim-
ics a system in which charged particles hop from site to site
in a magnetic field. To see that the photons are skipping along
the edges of the resonator array, one can measure the trans-
mission properties of the material or, as shown in figure 2d,
directly image the light that leaks out of the device because
of otherwise unwanted scattering. 

Our approach to topological physics with light does not
involve magnetic fields. Because of the absence of magnetic
fields, which change sign when time is reversed, our system
is analogous to other time-reversal invariant topological sys-
tems such as quantum spin Hall systems. (For more informa-
tion, see the article by Xiao-Liang Qi and Shou-Cheng Zhang,
PHYSICS TODAY, January 2010, page 33.)

Where do we go from here?
Nowadays research efforts with light analogues of the topo-
logical insulator are focused on two different areas. One is
the application of those devices to real-world challenges in
photonic systems—for example, increasing the density of in-
formation that can be carried in optical fibers or creating ro-

bust on-chip delay lines. Disorder-resistant devices may well
find wide-ranging applications.

The other principal focus involves adding interactions.
So far, experimental efforts have been limited to noninteract-
ing systems, as photons do not interact directly with each
other. However, extremely rich physics arises when strong
interactions are present. Of particular interest is the so-called
fractional quantum Hall effect, which may even open the
door to fault-tolerant quantum computation. (See PHYSICS
TODAY, December 1998, page 17; the article by Sankar Das
Sarma, Michael Freedman, and Chetan Nayak, July 2006,
page 32; and the article by Nick Read, July 2012, page 38.)

Adding interactions requires interfacing the photons
with a material system such as an optical nonlinear medium,
a Josephson junction, or more exotic nonlinear elements. Re-
cent developments, including the first single-photon transis-
tors and so-called photonic molecules, suggest that interact-
ing photons are on their way. 

Additional resources
‣ F. Haldane, S. Raghu, “Possible realization of directional
optical waveguides in photonic crystals with broken time-
 reversal symmetry,” Phys. Rev. Lett. 100, 013904 (2008).
‣ Z. Wang et al., “Observation of unidirectional backscattering-
immune topological electromagnetic states,” Nature 461, 772
(2009).
‣ M. Hafezi et al., “Imaging topological edge states in silicon
photonics,” Nat. Photonics 7, 1001 (2013).
‣ O. Firstenberg et al., “Attractive photons in a quantum
nonlinear medium,” Nature 502, 71 (2013). ■
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Figure 2. Topological physics with resonators. (a) A charged particle in a magnetic field satisfies a different quantization
 condition—the integer number of 2π phase wiggles in its wavefunction—when circulating counterclockwise (red) versus clockwise
(blue). That difference is proportional to the magnetic flux threading the loop. (b) One can engineer a different number of wiggles
for clockwise and counterclockwise circulation through an array of optical resonators. The illustration here shows a plaquette of
four optical resonators coupled by waveguides. For the counterclockwise (red) path, light traveling from resonator 3 to resonator 4
travels a greater distance than light traveling along the clockwise (blue) path from 4 to 3. That length imbalance means that the
phase picked up by photons is different for counterclockwise versus clockwise propagation. (c) Shown here is an electron micro-
graph of an array of optical resonators with waveguides, fabricated with silicon-on-insulator technology. Light enters and exits via
waveguide ports on the bottom left and right of the device. In the inset the resonator is red and surrounding waveguides are
white. (d) Depending on the frequency of light entering the array, light can take the long way around from input to output ports
(left), be trapped in the bulk (center), or travel on just a single edge (right).
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We next imaged the edge state for a system designed without a
phase slip; that is, the magnetic field was uniform over the entire
system. Figure 2 shows light propagation along the short
(Fig. 3a,c) and long (Fig. 3b,d) edges. Light was launched in a
specific frequency band v /J¼ 1.7+0.6 (21.7+0.6), corresponding

to the short (long) edge excitation. The physical transverse width of
the edge state was about one to two resonators, as observed both in
experiment and simulation. The width is slightly greater in the
experiment than in the numerical simulation due to the presence
of intrinsic disorder in the fabrication, which was ignored in the
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Figure 3 | Edge state propagation in a homogeneous magnetic field (8 3 8 array). a–d, Light enters from one corner and exits from the other. The
experiment shows that, depending on input frequency, the light takes the short edge (a) or the long edge (b). The experimental results (a,b) are in good
agreement with the simulation results (c,d). The simulation parameters are (kex, kin, J)¼ (31, 0.57, 26) GHz, which are extracted from experimental
measurement of simpler devices. e, SEM image of the system.
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Figure 4 | Edge state protection against a defect. a, SEM image showing that a resonator has been intentionally removed from the array. b,c, Topological
protection is observed in the experiment (b) as light propagating along the edge routes around the defect, in agreement with simulation (c). Parameters for
the simulation are as in Fig. 3.
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Topological bands with optical photons
Photonic Anomalous Quantum Hall Effect

i ¼ ðx; yÞ and the summation hi; ji is only over the nearest
and next-nearest neighbors indicated in Fig. 1(b). σ ¼ $1 is
the pseudospin index for the up or down spins, respectively.
J is the coupling strength between the nearest and the
next-nearest neighbor sites and ϕ ¼ π=4 is the direction-
dependent hopping phase between sites A and B, as shown
in Fig. 1(a).We include a frequency detuningM between the
A andB site rings. WhenM < 2J, the lattice band structure
hosts a topological band gap, occupied by unidirectional,
topologically robust edge states [Fig. 1(c)] and their number
constitutes a topological invariant [37,40]. When M > 2J,
the lattice is topologically trivial and the edge states are
absent [Fig. 1(d)]. Because of the spin-dependent hopping
phase, the edge states corresponding to the two pseudospins
propagate around the lattice in opposite directions, similar to
the quantumspin-Hall effect [33].Although the pseudospins
do not follow Kramers degeneracy theorem and the edge
states are therefore not robust against interspin coupling
disorder, the mixing between pseudospins is negligible in
the present system [7,8].
We implemented the design using silicon ring resonators

with waveguides 510 nm wide, 220 nm high, and resonator
length ≈70 μm. The gap between resonators is 180 nm,
with coupling strength J estimated at 15.6ð4Þ GHz (see
Supplemental Material [41]). To probe the lattice, we
couple a tunable continuous-wave laser at the input port
and measure the power transmission at the output port
[Fig. 1(b)]. By choosing the input and the output ports, we
can selectively excite and measure a given pseudospin. A
microscope objective is also used to directly image the
spatial light intensity distribution [7].

To observe topological edge states, we fabricated an
array of 56 A resonators and 56 B resonators, as shown
schematically in Fig. 1(a). For this device we choose
M ¼ 0, that is, the A and B resonators are identical,
corresponding to the nontrivial topological phase.
Figure 2(a) shows the measured transmission spectrum
at the lattice output for the pseudospin-up excitation. We
observe high transmission near the frequency detuning
δν ≈ 0. Figure 2(b) shows the measured spatial intensity
profile at δν ≈ 0, integrated over a frequency range of
5 GHz. The light is confined to the lattice edge and
propagates around the lattice in a counterclockwise direc-
tion. Furthermore, the light travels around two sharp 90°
bends without scattering into the bulk of the lattice. This
shows that this high-transmission region around δν ≈ 0 is
indeed the topological edge band. The decrease in light
intensity as it propagates along the edge is mainly due to
scattering losses in the resonator waveguides. By contrast,
when we excite the lattice outside this band, e.g., at
δν ≈ −20 GHz, the spatial intensity distribution occupies
the bulk of the lattice, as shown in Fig. 2(c). Moreover, the
spatial intensity profile in the bulk band is sensitive to even
small changes in the excitation frequency whereas the
intensity profile in the edge band is relatively constant
throughout the edge band. Note that the circulation direc-
tion (CCW) around the lattice is opposite to the circulation
direction (CW) in the site ring resonators.
This observation of topological edge states is also a

demonstration of their robustness against fabrication-
induced disorder. Although the fabrication was performed
at a state-of-the-art commercial foundry (IMEC, Belgium),
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FIG. 2. (a) Measured transmission (T) spectrum for the topologically nontrivial lattice (M ¼ 0) with the pseudospin-up excitation. The
green shaded region indicates the frequency band over which topological edge states are observed in direct imaging and the dashed lines
indicate the expected edge-band region for a pure device. (b) The corresponding spatial intensity distribution obtained through direct
imaging at δν ≈ 0 (integrated over a frequency range of 5 GHz). Edge states circulate CCWaround the lattice. (c) Intensity distribution at
δν ≈ −20 GHz, showing scattering into the bulk. (d)–(f) The corresponding results for the pseudospin-down excitation. The edge states
now circulate CW around the lattice. All spatial intensity distributions show only site ring resonators. The arrows indicate input and
output ports for transmission measurements.
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i ¼ ðx; yÞ and the summation hi; ji is only over the nearest
and next-nearest neighbors indicated in Fig. 1(b). σ ¼ $1 is
the pseudospin index for the up or down spins, respectively.
J is the coupling strength between the nearest and the
next-nearest neighbor sites and ϕ ¼ π=4 is the direction-
dependent hopping phase between sites A and B, as shown
in Fig. 1(a).We include a frequency detuningM between the
A andB site rings. WhenM < 2J, the lattice band structure
hosts a topological band gap, occupied by unidirectional,
topologically robust edge states [Fig. 1(c)] and their number
constitutes a topological invariant [37,40]. When M > 2J,
the lattice is topologically trivial and the edge states are
absent [Fig. 1(d)]. Because of the spin-dependent hopping
phase, the edge states corresponding to the two pseudospins
propagate around the lattice in opposite directions, similar to
the quantumspin-Hall effect [33].Although the pseudospins
do not follow Kramers degeneracy theorem and the edge
states are therefore not robust against interspin coupling
disorder, the mixing between pseudospins is negligible in
the present system [7,8].
We implemented the design using silicon ring resonators

with waveguides 510 nm wide, 220 nm high, and resonator
length ≈70 μm. The gap between resonators is 180 nm,
with coupling strength J estimated at 15.6ð4Þ GHz (see
Supplemental Material [41]). To probe the lattice, we
couple a tunable continuous-wave laser at the input port
and measure the power transmission at the output port
[Fig. 1(b)]. By choosing the input and the output ports, we
can selectively excite and measure a given pseudospin. A
microscope objective is also used to directly image the
spatial light intensity distribution [7].

To observe topological edge states, we fabricated an
array of 56 A resonators and 56 B resonators, as shown
schematically in Fig. 1(a). For this device we choose
M ¼ 0, that is, the A and B resonators are identical,
corresponding to the nontrivial topological phase.
Figure 2(a) shows the measured transmission spectrum
at the lattice output for the pseudospin-up excitation. We
observe high transmission near the frequency detuning
δν ≈ 0. Figure 2(b) shows the measured spatial intensity
profile at δν ≈ 0, integrated over a frequency range of
5 GHz. The light is confined to the lattice edge and
propagates around the lattice in a counterclockwise direc-
tion. Furthermore, the light travels around two sharp 90°
bends without scattering into the bulk of the lattice. This
shows that this high-transmission region around δν ≈ 0 is
indeed the topological edge band. The decrease in light
intensity as it propagates along the edge is mainly due to
scattering losses in the resonator waveguides. By contrast,
when we excite the lattice outside this band, e.g., at
δν ≈ −20 GHz, the spatial intensity distribution occupies
the bulk of the lattice, as shown in Fig. 2(c). Moreover, the
spatial intensity profile in the bulk band is sensitive to even
small changes in the excitation frequency whereas the
intensity profile in the edge band is relatively constant
throughout the edge band. Note that the circulation direc-
tion (CCW) around the lattice is opposite to the circulation
direction (CW) in the site ring resonators.
This observation of topological edge states is also a

demonstration of their robustness against fabrication-
induced disorder. Although the fabrication was performed
at a state-of-the-art commercial foundry (IMEC, Belgium),
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FIG. 2. (a) Measured transmission (T) spectrum for the topologically nontrivial lattice (M ¼ 0) with the pseudospin-up excitation. The
green shaded region indicates the frequency band over which topological edge states are observed in direct imaging and the dashed lines
indicate the expected edge-band region for a pure device. (b) The corresponding spatial intensity distribution obtained through direct
imaging at δν ≈ 0 (integrated over a frequency range of 5 GHz). Edge states circulate CCWaround the lattice. (c) Intensity distribution at
δν ≈ −20 GHz, showing scattering into the bulk. (d)–(f) The corresponding results for the pseudospin-down excitation. The edge states
now circulate CW around the lattice. All spatial intensity distributions show only site ring resonators. The arrows indicate input and
output ports for transmission measurements.
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Topological bands with optical photons

QUANTUM OPTICS

A topological quantum
optics interface
Sabyasachi Barik,1,2 Aziz Karasahin,3 Christopher Flower,1,2 Tao Cai,3

Hirokazu Miyake,2 Wade DeGottardi,1,2 Mohammad Hafezi,1,2,3* Edo Waks1,2,3*

The application of topology in optics has led to a new paradigm in developing photonic
devices with robust properties against disorder. Although considerable progress on
topological phenomena has been achieved in the classical domain, the realization of strong
light-matter coupling in the quantum domain remains unexplored. We demonstrate a
strong interface between single quantum emitters and topological photonic states. Our
approach creates robust counterpropagating edge states at the boundary of two distinct
topological photonic crystals. We demonstrate the chiral emission of a quantum emitter
into these modes and establish their robustness against sharp bends. This approach
may enable the development of quantum optics devices with built-in protection, with
potential applications in quantum simulation and sensing.

T
he discovery of the quantum Hall effects
has inspired developments in similar topo-
logical phenomena in a range of platforms,
including ultracold neutral atoms (1, 2),
photonics (3, 4), and mechanical struc-

tures (5–7). Like their electronic analogs, topo-
logical photonic states are distinctive in their
directional transport and reflectionless propa-
gation along the interface of two topologically
distinct regions. Such robustness has been dem-
onstrated in various electromagnetic systems,
ranging from the microwave (8, 9) to the optical
(10, 11) domain, opening avenues for a plethora
of applications—such as robust delay lines, slow-
light optical buffers (12), and topological lasers
(13–15)—to develop optical devices with built-in
protection. Although the scope of previous work
has remained in the classical electromagnetic
regime, interesting physics could emerge by bring-
ing topological photonics to the quantum domain.
Specifically, integrating quantum emitters into
topological photonic structures could lead to
robust, strong light-matter interaction (16) and
the generation of novel states of light and exotic
many-body states (17–19).
We experimentally demonstrated light-matter

coupling in a topological photonic crystal. We
used an all-dielectric structure (20–22) to imple-
ment topologically robust edge states at the inter-
face between two topologically distinct photonic
materials, where the light is transversally trapped
in a small area, up to half of the wavelength of
light. We show that a quantum emitter efficiently
couples to these edge modes and that the emitted
single photons exhibit robust transport, even in

the presence of a bend. Figure 1A shows the
fabricated topological photonic crystal structure.
The device is composed of a thin GaAs membrane
with epitaxially grown InAs quantum dots at the
center that act as quantum emitters (22).
The topological photonic structure comprises

two deformed honeycomb photonic crystal lat-
tices made of equilateral triangular air holes
(fig. S2) on a GaAs membrane (21, 22). Figure 1B
shows a close-up image of the interface, where
the black dashed lines identify a single unit cell
of each photonic crystal. In each region, we per-
turb the unit cell by concentrically moving the
triangular holes either inward (yellow region) or
outward (blue region). The corresponding band
structures of the two regions are shown in Fig. 1,
C and D. The perturbations open two bandgaps
exhibiting band inversion at the G point (20, 21).

Specifically, the region with a compressed unit
cell, highlighted in yellow, acquires a topologically
trivial bandgap, whereas the expanded region,
highlighted in blue, takes on a nontrivial one.
We designed both regions so that their bandgaps
overlap. Photons within the common bandgap
cannot propagate into either photonic crystal.
However, because the crystals have different topo-
logical band properties, the interface between
them supports two topological helical edge modes,
traveling in opposite directions, with opposite cir-
cular polarizations at the center of the unit cell.
To show the presence of the guided edgemode,

we measured the transmission spectrum. We
illuminated the left grating (“L”) with a 780-nm
continuous-wave laser using a pump power of
1.3 mW and collected the emission from the right
grating (“R”; Fig. 2A). At this power, the quantum
dot ensemble emissionbecameabroad continuum
owing to power broadening, resulting in an internal
white light source that spanned the wavelength
range of 900 to 980 nm. Figure 2B shows the
spectrum at the right grating, presented with
the band structure simulation (21). Light emitted
within the topological band efficiently transmitted
through the edge mode and propagated to the
other grating coupler, whereas photons outside
of the bandgap dissipated into bulk modes.
To confirm that the emission originates from

guided modes at the interface between the two
topological materials, we excited the structure in
the middle of the waveguide (“M”) and collected
the emission at the left and right grating coupler,
which we independently calibrated (22). Figure 2C
shows the transmission spectrum collected from
the left coupler as a function of the laser spot
position as we scanned the laser along the y axis
(across the interface indicated by the blue arrow
in Fig. 2A). The spectrum attained a maximum
transmission within the topological band when
the pump excited the center of the structure. When
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Fig. 1. Fabricated device and band structure. (A) Scanning electron microscope image of the
device, which is composed of two regions identified by blue and yellow shading, corresponding
to two photonic crystals with different topological properties. The interface between the two
photonic crystals supports helical edge states with opposite circular polarization (s+ and s–).
Grating couplers at each end of the device scatter light in the out-of-plane direction for
collection. (B) Close-up image of the interface. Black dashed lines identify a single unit cell of
each photonic crystal. (C and D) Band structures for the transverse electric modes of the two
photonic crystals.
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A quantized microwave quadrupole insulator with 
topologically protected corner states
Christopher W. Peterson1, Wladimir A. Benalcazar2, Taylor L. Hughes2 & Gaurav Bahl3

The theory of electric polarization in crystals defines the dipole 
moment of an insulator in terms of a Berry phase (geometric 
phase) associated with its electronic ground state1,2. This concept 
not only solves the long-standing puzzle of how to calculate dipole 
moments in crystals, but also explains topological band structures in 
insulators and superconductors, including the quantum anomalous 
Hall insulator3,4 and the quantum spin Hall insulator5–7, as well as 
quantized adiabatic pumping processes8–10. A recent theoretical 
study has extended the Berry phase framework to also account 
for higher electric multipole moments11, revealing the existence 
of higher-order topological phases that have not previously been 
observed. Here we demonstrate experimentally a member of this 
predicted class of materials—a quantized quadrupole topological 
insulator—produced using a gigahertz-frequency reconfigurable 
microwave circuit. We confirm the non-trivial topological phase 
using spectroscopic measurements and by identifying corner states 
that result from the bulk topology. In addition, we test the critical 
prediction that these corner states are protected by the topology of 
the bulk, and are not due to surface artefacts, by deforming the edges 
of the crystal lattice from the topological to the trivial regime. Our 
results provide conclusive evidence of a unique form of robustness 
against disorder and deformation, which is characteristic of higher-
order topological insulators.

The simplest model of a system with a quantized dipole moment 
is a one-dimensional two-band insulator12. Owing to the presence 
of chiral or inversion symmetries13,14, this system exhibits quantized 
fractional edge charges of ± e/2, where e is the electron charge, when 
its band structure is topological. The fractional edge charges of the 
quantized dipole insulator are associated with a pair of edge- localized 
bound states of the Hamiltonian. These edge states have energies 
that lie within the bulk insulating gap and have been observed in 
one- dimensional lattices in systems of cold atoms15,16 and in several 
 metamaterials17–20. However, the possible existence of quantized 
higher multipole moments protected by spatial symmetries in crystal-
line insulators has remained an outstanding question for the past 25 
years. A recent theory addressing this issue11 proposes a pair of simple 
electronic two- and three-dimensional lattice models that exhibit the 
signatures of quantized electric quadrupole and octupole moments, 
respectively. A two-dimensional insulator with a quantized quadrupole 
moment qxy =  e/2 generates edge-localized dipole moments tangent 
to the edge of the lattice and corner-localized charges, both of magni-
tude e/2 (Fig. 1a). The corner charges are associated with four corner- 
localized modes that lie in the middle of the energy gap11,21 (Fig. 1c). 
Although the edge-localized polarizations arise from the gapped, but 
topological, nature of the edge states, they do not have a spectroscopic 
manifestation.

Metamaterial analogues of quantum Hall and quantum spin 
Hall  topological insulators have previously been implemented in 
 photonic22–24 and phononic25,26 systems, as well as in electric circuits27. 
Here, we implement the two-dimensional quadrupole topological 

model from ref. 11. (Fig. 1b) in a metamaterial composed of coupled 
microwave resonators. Although edge polarizations and corner- 
localized, topologically protected modes are both signatures of the 

1Department of Electrical and Computer Engineering, University of Illinois at Urbana-Champaign, Urbana, Illinois 61801-2918, USA. 2Department of Physics, University of Illinois at Urbana-
Champaign, Urbana, Illinois 61801-2918, USA. 3Department of Mechanical Science and Engineering, University of Illinois at Urbana-Champaign, Urbana, Illinois 61801-2918, USA.
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Figure 1 | Quadrupole topological insulator. a, Two-dimensional bulk 
quadrupole topological insulator (blue square) with edge-localized 
topological dipoles (orange arrows) and corner-localized charges of  
± e/2 (red and blue dots). b, Tight-binding representation of a quadrupole 
topological insulator with four sites per unit cell. Red lines denote 
coupling between unit cells (coupling rate, λ) and black lines represent 
couplings within unit cells (γ). Dashed lines indicate a − 1 phase factor on 
the coupling, a gauge choice for the creation of a synthetic magnetic flux 
of π  per plaquette. The insulator is in the quadrupole topological phase 
for λ >  γ and in the trivial phase for λ <  γ. c, Theoretically calculated 
density of states for the quantized quadrupole insulator (5 ×   5 unit cells) 
shown in b with fully open boundaries. The lower and upper bands 
(blue) have eigenstates delocalized in the bulk, whereas the states in the 
middle of the gap (green) are confined to the corners, as shown in d. The 
energy is expressed in units of λ. d, Theoretically calculated probability 
density functions (green circles; the areas of the circles correspond to 
the probability) of the four in-gap modes during reconfiguration of the 
lowest-edge unit cells from λe/γe =  4.5 (left) to λe/γe =  1 (centre) and to 
λe/γe =  1/4.5 (right). Throughout the deformation, only γe changes, while 
λe =  λ =  1 and γ =  1/4.5. Experimental test results of this deformation are 
shown in Fig. 4.
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Observation of Laughlin states made of light

• gauge field: twisting an optical resonator 

• interactions: dressing photons with Rydberg atoms

• Laughlin state for N=2 bosons 

Engineering 3-body interactions:  
Gullans et al (AVG), PRL 117, 113601 (2016)  
Jachymski, Bienias, Büchler, PRL 117,  
         053601 (2016) 

Related theory - FQH states of Rydberg polaritons:  
Maghrebi, Yao, Hafezi, Pohl, Firstenberg, AVG,  
PRA 91, 033838 (2015)

AVG et al, PRL 107, 133602 (2011)



• optical:

• microwave: 

- disorder an issue?

- Hafezi-Waks photonic crystal approach promising 

Topological photonic systems
Outlook

- superconducting approach (Martinis experiment) promising

- Simon’s Rydberg polariton approach promising

- challenges: loss of photons, preparation, … 

- essentially qubits (spins)
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Figure 1. Bosonic SSH model. (A) Dimerized one-dimensional lattice and the two sub-lattices A and B. The staggered
nearest neighbor hopping energies are denoted as J and J 0 with |J | > |J 0|. (B) Each lattice site hosts a Rydberg atom with
two relevant levels: 60S1/2 being the vacuum state |0i and 60P1/2 describing a bosonic particle b†i |0i. The dipolar exchange
interaction provides a hopping of the particles. (Inset in A) Angular dependence of the hopping amplitude measured between
two sites; filled (empty) disk: positive (negative) amplitude. It vanishes and changes sign at the angle ✓m ' 54.7�. The solid
line is the theoretical prediction. Error bars, denoting the standard error of the mean (s.e.m.), are smaller than the symbol
size. (C-D) Single-shot fluorescence images of the atoms assembled in the artificial structure for the topological (C) and the
trivial (D) configuration. The chain is tilted by the angle ✓m to cancel couplings between sites in the same sub-lattice.

state and an excitation gap, and a SPT phase, with a
four-fold ground state degeneracy due to edge states, and
a bulk excitation gap. Following an adiabatic preparation
of a half-filled chain, we detect the ground state degen-
eracy in the topological phase and probe the zero-energy
edge states. Furthermore, we experimentally demon-
strate the robustness of the SPT phase under a perturba-
tion respecting the protecting symmetry, and show that
this robustness cannot be explained at the single-particle
level, a feature that distinguishes our system from non-
interacting SPT phases.

SSH MODEL FOR HARD-CORE BOSONS

The SSH model is formulated on a one-dimensional
lattice with an even number of sites N and staggered
hopping of particles, see Fig. 1A. It is convenient to divide
the lattice into two sub-lattices: A = {1, 3, . . . , N � 1},
involving odd lattice sites, and B = {2, 4, . . . , N}, with
even sites. Then, a particle on site i of one sub-lattice
can hop to a site j of the other sub-lattice with a hopping
amplitude Jij (we do not restrict the system to nearest
neighbor hopping). The many-body Hamiltonian is

H = �
X

i2A,j2B

Jij

h
b
†
i bj + b

†
jbi

i
, (1)

with b
†
i (bi) the creation (annihilation) operator of a

particle on site i. In the original formulation of the

SSH model, the particles are non-interacting fermions.
Here we consider hard-core bosons and the operators b

†
i

(bi) satisfy bosonic commutation relations on di↵erent
sites i 6= j, and additionally the hard-core constraint
(b†i )

2 = 0, as two bosons cannot occupy the same site i. In
our realization, the nearest neighbor hoppings are dom-
inant with their energies denoted as J2i,2i+1 = J and
J2i�1,2i = J

0 with |J 0| < |J |, and are su�cient to de-
scribe the qualitative behavior of the model.
At the single particle level, the spectrum of the Hamil-

tonian in Eq. (1), shown in Fig. 2A, is obtained by diag-
onalizing the coupling matrix Jij . It displays two bands
separated by a spectral gap 2(|J |� |J 0|) and, depending
on the boundaries of the chain, localized zero-energy edge
modes. There are two such modes for a chain ending with
weak links J

0 (topological configuration, Fig. 1C) and
none if the chain ends with strong links J (trivial config-
uration, Fig. 1D). The topology of the bands emerges
from the sub-lattice (or chiral) symmetry of the SSH
Hamiltonian [5, 6], which notably constrains the hopping
matrix Jij to connect only sites of di↵erent sub-lattices,
e.g., next nearest neighbor hoppings Ji,i+2 = J

00 are for-
bidden. The existence and degeneracy of edge modes
are topologically protected from any perturbation that
does not break the sub-lattice symmetry. These single-
particle properties of the coupling matrix Jij defining the
SSH model have been observed in many platforms such
as, e.g., ultracold atoms [30, 31], polaritons in array of
micropillars [21] or mechanical granular chains [32].
We now turn to the properties of the quantum many-

Léséleuc et al (Browaeys), Science 365, 775 (2019)

SSH with hardcore bosons on N = 14 sites

Rydberg atoms in lattices
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experiment, after such a slowly changing laser pulse, we observe long 
ordered chains where the atomic states alternate between the Rydberg 
and ground states. These ordered domains can be separated by domain 
walls that consist of two neighbouring atoms in the same electronic 
state (Fig. 5a)35. These features cannot be observed in the average 
excitation probability of the bulk (see Extended Data Fig. 6a).

The domain-wall density can be used to quantify the transition 
from the disordered phase to the ordered Z2 phase as a function of 
detuning ∆. As the system enters the Z2 phase, ordered domains 
grow in size, leading to a substantial reduction in the domain-wall 
density (blue points in Fig. 5b). Consistent with expectations for an 
Ising-type second-order quantum phase transition35, we observe 
domains of fluctuating length close to the transition point between 
the two phases, which is reflected by a pronounced peak in the  
variance of the domain-wall density. Consistent with predictions from 
finite-size scaling analysis30,36, this peak is shifted towards positive 
values of ∆/Ω. The measured position of the peak is ∆ ≈ 0.5Ω. The 
observed domain-wall density is in excellent agreement with fully 
coherent simulations of the quantum dynamics based on 51-atom 
matrix product states (blue line in Fig. 5b); however, these simula-
tions underestimate the variance at the phase transition (see Extended  
Data Fig. 6b).

At the end of the sweep, deep in the Z2 phase (∆ Ω/ ≫ 1) we can 
neglect Ω so that the Hamiltonian in equation (1) becomes essentially 
classical. In this regime, the measured domain-wall number distri-
bution enables us to infer directly the statistics of excitations that are 
created when crossing the phase transition. From 18,439 experimental 
realizations we obtain the distribution depicted in Fig. 5c with an 
average of 9.01(2) domain walls. From a maximum-likelihood esti-
mation we obtain the distribution corrected for detection fidelity (see 
Extended Data Fig. 7 ), which corresponds to a state that has on 
 average 5.4 domain walls. These domain walls are  probably created 
as a result of non-adiabatic transitions from the ground state when 
crossing the phase transition37 , where the energy gap depends on the 
system size (and scales as 1/N)36. In addition, the preparation fidelity 
is limited by spontaneous emission during the laser pulse (an average 
of 1.1 photons are scattered per microsecond for the entire array; see 
Methods).

To further characterize the Z2-ordered state that is created, we eva-
luate the correlation function

= 〈 〉− 〈 〉〈 〉g n n n n (2)ij i j i j
(2)

where the average 〈…〉 is taken over experimental repetitions. We find 
that the correlations decay exponentially over distance with a decay 
length of ξ =  3.03(6) sites (see Fig. 5d and Methods; the error denotes 
the uncertainty in the fit). We note that this length does not characterize 
the system fully, as discussed below (see also Extended Data Fig. 8).

Finally, Fig. 6 demonstrates that our approach also enables the study 
of coherent dynamics of many-body systems far from equilibrium. 
Specifically, we focus on the quench dynamics of Rydberg crystals ini-
tially prepared deep in the Z2-ordered phase, as we change the detuning 
∆(t) suddenly to the single-atom resonance ∆ =  0 (Fig. 6a). After such 
a quench, we observe oscillations of many-body states between the ini-
tial crystal and a complementary crystal in which each internal atomic 
state is inverted (Fig. 6a). Remarkably, we find that these oscillations are 
robust, persisting over several periods with a frequency that is largely 
independent of the system size. This is confirmed by measuring the 
dynamics of the domain-wall density, which signals the appearance 
and disappearance of the crystalline states, shown in Fig. 6b for arrays 
of 9 and 51 atoms. We find that the initial crystal repeatedly revives 
with a period that is slower by a factor of 1.38(1) (error denotes the 
uncertainty in the fit) compared to the Rabi-oscillation period for inde-
pendent, non-interacting atoms.

Discussion
Several important features of these experimental observations should 
be noted. First, the Z2-ordered state cannot be characterized by a sim-
ple thermal ensemble. More specifically, if an effective temperature is 
estimated on the basis of the experimentally determined, corrected 
domain-wall density of 0.1, then the corresponding thermal ensemble 
predicts a correlation length of ξth =  4.48(3), which is significantly longer 
than the measured value of ξ =  3.03(6) (Methods). Such a discrepancy 
is also reflected in distinct probability distributions for the number of 
domain walls (Fig. 5c). These observations suggest that the system does 
not thermalize within the timescale of the Z2 state preparation.
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Figure 5 | Quantifying Z2 order in a 51-atom array after a slow detuning 
sweep. a, Single-shot fluorescence images of a 51-atom array before 
applying the adiabatic pulse (top row) and after the pulse (bottom three 
rows correspond to three separate instances). Red circles mark missing 
atoms, which are attributed to Rydberg excitations. Domain walls are 
identified as either two neighbouring atoms in the same state or a ground-
state atom at the edge of the array (Methods), and are indicated with blue 
ellipses. Long Z2-ordered chains between domain walls are observed. 
b, Blue circles show the mean domain-wall density as a function of 
detuning during the sweep. Error bars show the standard error of the mean 
and are smaller than the marker size. The red circles are the corresponding 
variances, and the error bars represent one standard deviation. The onset 
of the phase transition is indicated by a decrease in the domain-wall 

density and a peak in the variance (see main text for details). Each point is 
obtained from about 1,000 realizations. The solid blue curve is a fully 
coherent matrix product state (MPS) simulation without free parameters 
(bond dimension D =  256), taking measurement fidelities into account. 
c, Domain-wall number distribution for ∆ =  2π ×  14 MHz, obtained from 
18,439 experimental realizations (blue bars, top). Error bars indicate 68% 
confidence intervals. Owing to the boundary conditions, only even 
numbers of domain walls appear (Methods). Green bars (bottom) show 
the distribution obtained by correcting for finite detection fidelity using a 
maximum-likelihood method (Methods), which results in an average of 
5.4 domain walls; red bars show the distribution of a thermal state with the 
same mean domain-wall density (Methods). d, Measured correlation 
function g ij

(2) (equation (2)) in the Z2 phase.
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Rydberg-dressed Ising chains of about ten atoms. We
observe partial quantum revivals of the transverse mag-
netization of the chains up to times exceeding ten times
the characteristic time scale set by the nearest-neighbor
coupling strength. Single-spin resolved correlation mea-
surements reveal the microscopic origin of the interaction-
induced collapse dynamics at short times.

II. REVIVAL DYNAMICS IN SPIN CHAINS

In our experiments, we implemented a one-dimensional
(1d) Ising spin chain of N spins with soft-core-type
long-range interactions using ultracold 87Rb atoms in an
optical lattice, optically “dressed” to a strongly interacting
Rydberg state [20–22]; see Fig. 1(a). The spin-1=2 degree
of freedom is encoded in two hyperfine ground states and
its dynamics is described by the Hamiltonian

Ĥ ¼ h
XN

i≠j

UðdijÞ
2

Ŝzi Ŝ
z
j: ð1Þ

Here, Ŝzi denotes the spin operator measuring the spin in the
z direction at a lattice site i, and we omit all terms linear
in the spin operators because they are irrelevant to the
subsequent discussion [23]. For the chosen parameters of

the optical coupling, the interaction potential UðdijÞ is
approximated by a soft-core shape for spins at a distance
dij ¼ ji − jj [see Fig. 1(b)]. For distances smaller than the
lattice spacing dij ≤ alat ¼ 532 nm, it saturates to the
nearest-neighbor value Uð1Þ ¼ U0 ≈ −13 kHz, and for
larger distances, it asymptotically falls off with a van der
Waals tail, UðdijÞ ∝ 1=d6ij [18].
To study the quantum evolution, the system is initially

prepared in a separable coherent spin state [24] with
maximal magnetization along the Sy -direction, jψ0i ¼
ðj←iÞ⊗N , where j←i is a single-spin eigenstate of Ŝy . In
the Ŝz basis, in which all many-body eigenstates of Ĥ
factorize, each spin is equally likely found in the two
single-spin eigenstates of Ŝz. Thus, each many-body
eigenstate jλi with possibly degenerate eigenenergy Eλ ¼
hνλ is populated with equal probability jhλjψ0ij2 ¼ jcλj2
and an amplitude of cλ ¼ 2−N=2eiϕλ . After unitary evolution
of jψ0i with Û ¼ e−iĤt=ℏ, the expectation value of the local
transverse magnetization at site j in the chain becomes
hŜyjðtÞi ¼ 2−N

P
λ;ηe

−i2πðνλ−νηÞthηjŜyj jλi, where the phases
ϕλ and ϕη have been absorbed in the operator matrix
element. The dynamics of hŜyjðtÞi is hence determined
by those frequency differences Δν ¼ νλ − νη, for which

(a) (c)

(b)

FIG. 1. Schematic of the Ising spin chain and spin-selective detection. (a) Illustration of a spin chain with N ¼ 10 spins initialized in
the fully transverse magnetized state. The dominant contributions of the Rydberg-dressed interaction between nearest and next-to-
nearest spins spaced by alat are indicated by the dark gray and light gray arrows. The brightness of the blue color of the spins encodes the
interaction strength between the exemplary selected fifth spin with the rest of the chain. The gray lines are guides to the eye to link to the
interaction potential shown in (b). (b) Ab initio calculated Rydberg-dressed potential [18] for our experimental parameters Ω=2π ¼
3.57ð3Þ MHz and Δ=2π ¼ 11.00ð2Þ MHz, normalized to the nearest-neighbor interaction strength jU0j ¼ 13.1ð5Þ kHz (blue solid
line), with the relevant potential at multiples of the lattice distance alat marked by blue points and gray horizontal lines. The inset shows
the occurrence of frequency differences Δν in the many-body spectrum of the long-range interacting Ising model (gray bars) and those
governing transverse magnetization dynamics (blue bars). Orange vertical lines mark the corresponding Δν for the Ising model with
nearest-neighbor interactions only. (c) Simulated revival dynamics of the populations of spin left (red) and spin right (blue), starting from
the initially fully magnetized chain in the Sy direction for a defect-free chain of ten spins and long-range interactions. Clear partial
revivals are observed during the evolution. The fluorescence images to the right show characteristic spin configurations for ten spins
observed during the collapse and revival dynamics at times indicated by the gray lines. The spin of the atoms was detected via an in situ
Stern-Gerlach sequence, which led to a spatial separation of spin-left (red) and spin-right atoms (blue). This allows for the reconstruction
of the full spin and density distribution (pictograms to the right).
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introduced by globally coupling the atoms with a single
laser field to a Rydberg state j↑i. The van der Waals
interaction between atoms in the Rydberg state is isotropic
and takes the form Vij ¼ C6=jri − rjj6. The Hamiltonian of
the system is given by

H ¼ ℏΩ
X

i

Ŝxi þ
X

i

ðI i − ΔÞ̂Szi þ
X

i≠j

Vij

2
Ŝzi Ŝ

z
j: ð1Þ

Here, Ŝαi are the spin 1=2 operators for the ith lattice site
and α ¼ x, y, z. The first two terms of this Hamiltonian
describe transverse and longitudinal magnetic fields that
couple to the pseudospin. The Rabi frequency Ω that drives
a transition between the ground and the Rydberg state for
an isolated atom determines the transverse field, while the
detuning Δ of the laser frequency from atomic resonance
determines the longitudinal field. I i ¼

P
j;ði≠jÞðVij=2Þcan

be taken as a site-independent detuning in a large system as
ours. We work with an attractively interacting (Vij < 0)
Rydberg state [44]. In the absence of the fields (Ω ¼ 0 and
I i − Δ ¼ 0), the Hamiltonian’s most excited state is a
classical antiferromagnet. This state can be adiabatically
connected to our initial state by slowly changing the fields.
To achieve that, the starting state needs to be the most
excited eigenstate of the initial Hamiltonian. For the rest of
this paper, we find it convenient to invert the energy
spectrum by introducing the Hamiltonian H̃ ¼ −H, so
that we describe our work in a more familiar setting where
the dynamics occurs close to the ground state of H̃ rather
than the most excited state. For Rb ¼ ðjC6j=ℏΩÞ1=6 ≫ al,
the ground state phase diagram of H̃ in ℏΩ–Δ parameter
space contains multiple Rydberg crystalline phases with
different Rydberg atom fractions [29,45–49]. However, for
Rb∼al, the regime we study in this experiment, H̃, can be
approximated by a nearest-neighbor Ising Hamiltonian
with coupling J ¼ jC6j=a6l . A phase diagram for this
model is shown in Fig. 1(a) and has only one ordered
phase, the antiferromagnet [50–57]. The initial state in the
experiment is the paramagnetic ground state of H̃ for
positive detuning Δ ≫ J ≫ ℏΩ. In this work, we quench
the fields from this initial configuration to fields that
support an antiferromagnetic ground state. We do this with
varying degrees of adiabaticity and study the ensuing
dynamics of the spin correlations.
We prepare nearly defect-free 2D arrays of atoms by

taking advantage of Pauli blocking in a highly spin-
imbalanced degenerate Fermi gas loaded into a square
optical lattice (for details, see Ref. [37]). The spin mixture
consists of the first j1i and third j3i lowest hyperfine
ground states of 6Li, with j1i as the majority. The minority
atoms, needed to thermalize the gas while loading into the
lattice, are subsequently removed with a pulse of resonant
light. We focus our analysis on an annular region with outer
(inner) radius of 9 (4) sites, where the average occupancy of

(a) (b)

(c)

(d)

Initial preparation Rydberg excitation Detection

∆/J

Ω/J~1.52

-2

-4

AFM

PM

PM

(d)

FIG. 1. Realization of a 2D quantum Ising model with Rydberg
atoms in an optical lattice. (a) Ground-state phase diagram of the
2D quantum Ising model H̃; with nearest-neighbor coupling J.
This is an approximate phase diagram of our Rydberg system
when the blockade radius is comparable to the lattice spacing.
Transverse and longitudinal fields are controlled by the Rabi
frequency Ω and laser detuning Δ, respectively. There is only one
ordered phase, the antiferromagnet (AFM). Outside of this region
there is a paramagnetic (PM) phase where the spins align with the
field. (b) Experimental setup consisting of a 2D array of atoms at
the focus of a high-resolution objective, capable of resolving
individual sites of the lattice. Atoms in the ground state (small
blue spheres) are directly coupled to the 23P Rydberg state (large
red spheres) with 230-nm laser light. (c) Typical atom configu-
rations at different stages of the experiment. The initial state
consists of an array of atoms in the electronic ground state (blue,
left). This state is quenched into a state with antiferromagnetic
correlations (Rydberg atoms in red, center). By increasing the
lattice depth, Rydberg atoms are lost and only the ground state
atoms are imaged (right). (d) Raw fluorescence images of an
initial (left) and a postquench (right) configuration with strong
antiferromagnetic correlations, together with reconstructed im-
ages (each blue pixel depicts a detected atom in the ground state).
The annular region we used for analysis is shown delimited by
dotted lines.
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X

i 6=j

C6

2r6ij
ninj

regime where the blockade radius Rb, i.e., the distance over
which interatomic interactions prevent the excitation of two
atoms, was much larger than the lattice spacing a, rendering
the underlying lattice hardly relevant. In this case, the
observed correlations are liquidlike, and observing the
crystal-like ground state of the system [28] would require
exponentially long ramps [29]. More recently, experiments
with arrays of optical tweezers allowed exploring the
regime Rb ≳ a, studying nonequilibrium dynamics follow-
ing quenches [30] or slow sweeps [31].
Here, we use a Rydberg-based platform emulating an

Ising antiferromagnet to study the growth of correlations
during ramps of the experimental parameters in 1d and 2d
arrays of up to 36 single atoms with different geometries.
We operate in the regime Rb ≃ a, where the interactions act
to a good approximation only between nearest neighbors.
We dynamically tune the parameters of the Hamiltonian
and observe the buildup of antiferromagnetic order. We also
observe the influence of the finite ramp speed on the extent

of the correlations, and we follow the development in space
and time of these correlations during a ramp. Numerical
simulations of the dynamics of the system without any
adjustable parameters are in very good agreement with the
experimental data and show that single-particle dephasing
arising from technical imperfections currently limits the
range of the observed correlations. Finally, we observe a
characteristic spatial structure in the correlations, which can
be understood qualitatively by a short-time expansion of
the evolution operator for both square and triangular
lattices. This study is a benchmarking of a state-of-the-
art quantum simulator of spin models in nontrivial settings
(two-dimensional geometries, including frustrated ones). It
shows that, although single-particle dephasing is so far a
limitation for the study of ground-state properties, it does
not prevent the observation of interesting features in the
dynamics of these systems, in particular concerning
the propagation of correlations during dynamical tuning
of the parameters.

(a)

(c)

(d)

(b)

FIG. 1. Studying the AF Ising model on 1d and 2d systems. (a) Examples of single-shot fluorescence images of single-atom arrays
used in our experiments: a 24-atom 1d chain with periodic boundary conditions, a 6 × 6 square array, and a 36-atom triangular array.
Each atom is used to encode a spin-1=2, whose internal states j↑i and j↓i are coupled with Rabi frequency Ω and detuning δ. (b) Time
dependence of the Rabi frequency ΩðtÞ and detuning δðtÞ used to probe the buildup of correlations. (c) Sketched ground-state phase
diagrams of the Ising model in Eq. (1), in the nearest-neighbor interaction limit, for a 1d chain, a 2d square lattice, and a 2d triangular
lattice. In the figure, AFM stands for antiferromagnetic, PM for paramagnetic, and OBD for order by disorder. (d) Typical experimental
correlation functions obtained for these geometries (see text). For the 1d chain, the correlation length ξ ¼ 1.5 sites (bottom left panel).
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the coupling is antiferromagnetic and for Ji,j , 0 the coupling is
ferromagnetic.

We implement ĤI using a spatially uniform, spin-dependent ODF
generated by a pair of off-resonance laser beams with difference fre-
quency mR (Fig. 1 and Supplementary Information). The ODF couples
each ion’s spin to one or more of the N transverse (along z) motional
modes of the Coulomb crystal by forcing coherent displacements of
the ions that in turn modify the ions’ Coulomb potential energy
through the interaction

ĤODF~{
XN

i

Fz(t)ẑiŝ
z
i

Here Fz(t) 5 F0cos(mRt) is the ODF; ẑi~
PN

m~1 bi,m
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B=2Mvm

p

(âme{ivmtzâ{meivmt) is the axial position operator for ion i; bi,m are
elements of the N transverse phonon eigenfunctions, bm, at frequencies

vm, normalized as
PN

m~1 bi,mj j2~
PN

i~1 bi,mj j2~1 (refs 28, 29); M is
the ion mass; and B is Planck’s constant divided by 2p. The modes
include the centre-of-mass (COM) mode (v1) as well as an array of
modes of higher spatial frequencies that may be derived from atomistic
calculations (Fig. 2a) and confirmed by experimental measurement30.

For small, coherent displacements, where residual spin–motion
entanglement can be neglected29 (Methods), ĤODF is equivalent to
ĤI in equation (1): spins i and j are coupled in proportion to their spin

Top-view
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V = 0
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Top-view image
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Cooling
laser beam

ODF
laser beams
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y B0

y

x

ωr B0

ωR

–V0
θR

ωR + μR

Figure 1 | The Penning trap confines hundreds of spin-1/2 qubits on a 2D
triangular lattice. Each qubit is the valence-electron spin of a 9Be1 ion. Bottom:
a Penning trap confines ions using a combination of static electric and magnetic
fields. The trap parameters are configured such that laser-cooled ions form a
triangular 2D crystal. A general spin–spin interaction, ĤI, is generated by a spin-
dependent excitation of the transverse (along z) motional modes of the ion
crystal. This coupling is implemented using an optical dipole force (ODF)
produced by a pair of off-resonance laser beams (left side) with angular
separation hR and difference frequency mR. Microwaves at 124 GHz permit
global spin rotations ĤB. Top: a representative top-view resonance fluorescence
image showing the centre region of an ion crystal captured in the ions’ rest frame;
in the laboratory frame, the ions rotate at vr 5 2p3 43.8 kHz (ref. 26).
Fluorescence is an indication of the qubit spin state ( |"æ, bright; |#æ, dark); here,
the ions are in the state |"æ. The lattice constant is d0 < 20mm.
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Figure 2 | Spin–spin interactions are mediated by the ion crystal’s
transverse motional degrees of freedom. a, For a 2D crystal with N 5 217 ions
and vr 5 2p3 45.6 kHz, we calculate the eigenfunctions, bm, and
eigenfrequencies, vm, for the N transverse motional modes (Supplementary
Information). Plotted here are vm and bm for the 14 highest-frequency modes.
Relative mode amplitude is indicated by colour. The COM motion is the highest in
frequency (v1 < 2p3 795 kHz); b1 has no spatial variation. The lowest-frequency
mode is v217 < 2p3 200 kHz; b217 has spatial variation at the lattice-spacing
length scale, d0 < 20mm. b, Using equation (2), we calculate Ji,j explicitly for
N 5 217 spins and plot it as a function of spin–spin separation, di,j. For
mR 2 v1 , 2p3 1 kHz, ĤODF principally excites COM motion in which all ions
equally participate: the spin–spin interaction is spatially uniform. As the detuning
is increased, modes of higher spatial frequency participate in the interaction and Ji,j

develops a finite interaction length. We find the scaling of Ji,j with di,j follows the
power law Ji,j / d{a

i,j . For mR 2 v1? 2p3 500 kHz, all transverse modes
participate and the spin–spin coupling power-law exponent, a, approaches 3. The
solid lines are power-law fits to the theory points. For comparison with other
experiments, the nearest-neighbour coupling (d0 5 20mm) is marked by the
dashed line. c–e, The power-law nature of Ji,j is qualitatively illustrated for N 5 19
(for larger N, diagrams of similar size are illegible). Spins (nodes) are joined by lines
coloured in proportion to their coupling strength for various values of a. f, For
context, the graph for a 1D nearest-neighbour Ising interaction, a well-known
model in quantum field theory, is plotted.
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shown in Fig. 1a. Momentarily neglecting losses, a single atom in the
cavity is described by the Jaynes–Cummings model33, H = ħωaσee +
ħωcâ

†â + ħgc(σegâ + h.c.), where σμν = |μ〉〈ν| operate on the internal
atomic state and the cavity mode excitation has associated annihil-
ation operator â. The coupling between the atom and the cavity
mode gc = deg

!!!!!!!!!!!!!
ωc /(2h− e0V)

√
depends on the strength of the dipole

matrix element deg of the two-level transition and on the cavity
mode volume V. For a single excitation, the eigenstates are
dressed states—superpositions of the excitation being purely
atomic and purely in the cavity mode—given by |ψ1〉= cosθ|e〉|0〉 +
sinθ|g〉|1〉 and |ψ2〉 = − sinθ|e〉|0〉 + cosθ|g〉|1〉.

When the detuning between the cavity mode and the atomic res-
onance is large, such that Δc = ωa− ωc≫ gc, the mixing angle
becomes θ≈gc/Δc≪ 1, and |ψ1〉 is predominantly an atomic exci-
tation with a small photonic component. A second atom introduced
into the cavity can then exchange an excitation with the first via the
weakly populated cavity mode, leading to an effective interaction.
For N atoms this gives33

HI =
h− g2c
Δc

∑N

j,l

σj
egσ

l
ge (1)

which describes the exchange of excitations between atoms with a
strength that does not diminish with distance, only being
bounded by the volume of the physical cavity. These effectively infi-
nite-range interactions, while interesting in their own right34–37,
remove the spatial complexity of the system, and can often be
described using collective operators or mean-field methods.

To realize long-range interactions that decay with distance we
utilize photonic crystals. Key to our proposal is that through con-
structive interference of light scattering from the crystal’s periodic
structure, frequency windows known as bandgaps can be created
in which no propagating modes exist. Figure 1c shows a typical dis-
persion relation of photon frequency ωk versus Bloch wavevector k
with a bandgap. Conventionally, a localized photonic crystal cavity
mode is created by introducing a local dielectric defect (Fig. 1b) that
pulls a discrete mode into the bandgap from the continuous band
spectrum24. Here, we show that an atom trapped near the photonic
crystal is itself a dielectric defect capable of seeding a cavity mode
localized around the atomic position, via which it can interact
with other atoms (Fig. 1d).

Atom-induced cavities and long-range interactions
The interaction between atoms and band edges has been discussed
in a number of contexts, such as the formation of atom–photon
bound states27, radiative coupling between atoms25,26,28 and spin-
entanglement30 and thermalization6 mediated by long-range inter-
actions. Here, we provide an elegant interpretation of this physics
in terms of atom-induced cavities and cavity QED. This mapping
enables the powerful toolbox of cavity QED to be transferred to
these systems and enables one to identify key figures of merit
(such as mode volume and cooperativity parameter). We exploit
this mapping to demonstrate that the type of spin interaction and
the spatial range can be manipulated dynamically, enabling
tunable access to a wide range of long-range interacting models.
We also identify the limits imposed by system imperfections
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Figure 1 | From cavity-QED to atom-induced cavities in photonic crystals.
a, Two atoms are coupled with strength gc to a single mode of a Fabry–
Perot cavity, enabling an excited atom (atom 1) to transfer its excitation to
atom 2 and back. The coherence of this process is reduced by the cavity
decay (rate κ) and atomic spontaneous emission into free space (rate γ).
b, Photonic crystals are alternating dielectric materials, shown here as oval
air holes in a dielectric waveguide, with unit cell length a. A defect, such as
that caused by removing or altering the hole sizes, can lead to a localized
photonic mode (red). Atoms coupled to such a system may then interact
via this mode in an analogous manner to that in a. c, A typical band
structure of a one-dimensional photonic crystal, illustrating the guided
mode frequency ωk versus the Bloch wavevector k in the first Brillouin
zone. We are interested in the case where atoms coupled to the crystal
have resonance frequency ωa close to the band edge frequency ωb, with
Δ≡ωa −ωb. d, An atom near a photonic crystal can act as a defect,
inducing its own cavity mode with an exponentially decaying envelope
(red). A second atom can couple to this mode to produce an interaction
similar to that in a and b, but where the strength now depends on the
inter-atomic distance.

e

ωb

ωa

Effective cavity

Bare atom

ωc

∆ δ

δ

L/
a

∆/β∆/β

δ/
β

∆ increasing

a b

c

d
Pp Pe

0

10

−1

−1
1

0 50 100
102

103

104

−10 0 10

∆/β
−10 0 10

0.0

0.5

1.0

|ϕ1

Figure 2 | Effective cavity mode properties. a, Energy level diagram for the
photonic crystal dressed state |ϕ1〉 (blue). The dressed state energy ω is
detuned by δ from the band edge into the bandgap (band shown in red).
The atom is coupled to an effective cavity mode with frequency
!ωc = ωb − δ formed by superposition of modes in the band. b, The detuning
δ approaches 0 when Δ/β≪ −1 and approaches Δ when Δ/β≫ 1. c, The
photonic component of the dressed state has an exponentially decaying
envelope around the atomic position. Increasing Δ decreases the length
scale L of the exponential decay and the photonic part of the bound state
superposition. d, The atomic excited state population of |ϕ1〉, Pe = cos2(θ)
(green), increases as a function of Δ, while the population of the photon
mode, Pp = sin2(θ) (red), decreases as the state switches from photonic to
atomic. e, The length of the effective cavity decreases with Δ. Here L is in
units of the lattice constant a, calculated for α = 10.6 and β = 4.75 × 10−7ωb,
which is consistent with the ‘alligator’ photonic crystal waveguide (see
main text)32.
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shown in Fig. 1a. Momentarily neglecting losses, a single atom in the
cavity is described by the Jaynes–Cummings model33, H = ħωaσee +
ħωcâ

†â + ħgc(σegâ + h.c.), where σμν = |μ〉〈ν| operate on the internal
atomic state and the cavity mode excitation has associated annihil-
ation operator â. The coupling between the atom and the cavity
mode gc = deg
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ωc /(2h− e0V)
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depends on the strength of the dipole

matrix element deg of the two-level transition and on the cavity
mode volume V. For a single excitation, the eigenstates are
dressed states—superpositions of the excitation being purely
atomic and purely in the cavity mode—given by |ψ1〉= cosθ|e〉|0〉 +
sinθ|g〉|1〉 and |ψ2〉 = − sinθ|e〉|0〉 + cosθ|g〉|1〉.

When the detuning between the cavity mode and the atomic res-
onance is large, such that Δc = ωa− ωc≫ gc, the mixing angle
becomes θ≈gc/Δc≪ 1, and |ψ1〉 is predominantly an atomic exci-
tation with a small photonic component. A second atom introduced
into the cavity can then exchange an excitation with the first via the
weakly populated cavity mode, leading to an effective interaction.
For N atoms this gives33

HI =
h− g2c
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which describes the exchange of excitations between atoms with a
strength that does not diminish with distance, only being
bounded by the volume of the physical cavity. These effectively infi-
nite-range interactions, while interesting in their own right34–37,
remove the spatial complexity of the system, and can often be
described using collective operators or mean-field methods.

To realize long-range interactions that decay with distance we
utilize photonic crystals. Key to our proposal is that through con-
structive interference of light scattering from the crystal’s periodic
structure, frequency windows known as bandgaps can be created
in which no propagating modes exist. Figure 1c shows a typical dis-
persion relation of photon frequency ωk versus Bloch wavevector k
with a bandgap. Conventionally, a localized photonic crystal cavity
mode is created by introducing a local dielectric defect (Fig. 1b) that
pulls a discrete mode into the bandgap from the continuous band
spectrum24. Here, we show that an atom trapped near the photonic
crystal is itself a dielectric defect capable of seeding a cavity mode
localized around the atomic position, via which it can interact
with other atoms (Fig. 1d).

Atom-induced cavities and long-range interactions
The interaction between atoms and band edges has been discussed
in a number of contexts, such as the formation of atom–photon
bound states27, radiative coupling between atoms25,26,28 and spin-
entanglement30 and thermalization6 mediated by long-range inter-
actions. Here, we provide an elegant interpretation of this physics
in terms of atom-induced cavities and cavity QED. This mapping
enables the powerful toolbox of cavity QED to be transferred to
these systems and enables one to identify key figures of merit
(such as mode volume and cooperativity parameter). We exploit
this mapping to demonstrate that the type of spin interaction and
the spatial range can be manipulated dynamically, enabling
tunable access to a wide range of long-range interacting models.
We also identify the limits imposed by system imperfections
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Figure 1 | From cavity-QED to atom-induced cavities in photonic crystals.
a, Two atoms are coupled with strength gc to a single mode of a Fabry–
Perot cavity, enabling an excited atom (atom 1) to transfer its excitation to
atom 2 and back. The coherence of this process is reduced by the cavity
decay (rate κ) and atomic spontaneous emission into free space (rate γ).
b, Photonic crystals are alternating dielectric materials, shown here as oval
air holes in a dielectric waveguide, with unit cell length a. A defect, such as
that caused by removing or altering the hole sizes, can lead to a localized
photonic mode (red). Atoms coupled to such a system may then interact
via this mode in an analogous manner to that in a. c, A typical band
structure of a one-dimensional photonic crystal, illustrating the guided
mode frequency ωk versus the Bloch wavevector k in the first Brillouin
zone. We are interested in the case where atoms coupled to the crystal
have resonance frequency ωa close to the band edge frequency ωb, with
Δ≡ωa −ωb. d, An atom near a photonic crystal can act as a defect,
inducing its own cavity mode with an exponentially decaying envelope
(red). A second atom can couple to this mode to produce an interaction
similar to that in a and b, but where the strength now depends on the
inter-atomic distance.
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Figure 2 | Effective cavity mode properties. a, Energy level diagram for the
photonic crystal dressed state |ϕ1〉 (blue). The dressed state energy ω is
detuned by δ from the band edge into the bandgap (band shown in red).
The atom is coupled to an effective cavity mode with frequency
!ωc = ωb − δ formed by superposition of modes in the band. b, The detuning
δ approaches 0 when Δ/β≪ −1 and approaches Δ when Δ/β≫ 1. c, The
photonic component of the dressed state has an exponentially decaying
envelope around the atomic position. Increasing Δ decreases the length
scale L of the exponential decay and the photonic part of the bound state
superposition. d, The atomic excited state population of |ϕ1〉, Pe = cos2(θ)
(green), increases as a function of Δ, while the population of the photon
mode, Pp = sin2(θ) (red), decreases as the state switches from photonic to
atomic. e, The length of the effective cavity decreases with Δ. Here L is in
units of the lattice constant a, calculated for α = 10.6 and β = 4.75 × 10−7ωb,
which is consistent with the ‘alligator’ photonic crystal waveguide (see
main text)32.
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more control near band edge:



• no topological phases yet except for 1D SPT with Rydbergs

Outlook
Topological phases with AMO spins

• probably soon, especially Rydbergs
• what are effects of long-range interactions?

e.g.:
Gong, Maghrebi, Hu, Wall, Foss-Feig, AVG, PRB 93, 041102(R) (2016) 
Gong, Maghrebi, Hu, Foss-Feig, Richerme, Monroe, AVG, PRB 93, 205115 (2016)

• digital simulation on a quantum computer?
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