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Atmospheric CO2 is rising rapidly

Data sources: Etheridge et al. 1998; Keeling et al. 2008
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Temperatures are rising along with CO2

Schneider & Held, J. Climate, 2001; update http://climate-dynamics.org/videos

Temperature change (ºC) from 1850s through 2010s
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As CO2 continues to rise, how warm will it get?
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Equilibrium climate sensitivity was uncertain 1979
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… and still is uncertain in 2016
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Allowable CO2 concentration before 2°C threshold is 
crossed depends strongly on ECS (CMIP5 models)

Schneider et al. Nature Climate Change, 2017
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Climate sensitivities scatter because of low clouds

Stratocumulus: colder Cumulus: warmer

h"p://eoimages.gsfc.nasa.gov	



Majority of ECS variance across models is 
accounted for by low-cloud reflectance feedback
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Can observations reduce the uncertainties 
in cloud feedbacks?



ECS correlates with natural reflectance variations

Brient and Schneider 2016; see also Qu et al. 2015

than that of interannual variability so that the deseason-
alized variability that we used above provides more ro-
bust constraints on ECS than seasonal variability.
Of course, all of these posterior ECS estimates are

conditional on the range of ECS simulated by the CMIP5
models. They merely indicate which ECSs in the model
range are more plausible than others, given the observa-
tions. They do not rule out ECSs entirely outside the range
indicated by current climatemodels: that is, that allmodels
are wrong. We found our information-theoretic weighting
of climate models to give more robust posterior ECS es-
timates than methods that are based, for example, on
estimating regression lines between ECS and present-day

dac/dhTi from climate simulations and that then use the
estimated regression lines for inferences about the pos-
terior ECS. Such methods can underestimate the
weight of LS models that are consistent with the data we
considered; they thus can lead to unrealistically narrow
posterior ECS estimates. By contrast, our information-
theoretic weighting yields more realistic posterior esti-
mates for the mode and confidence bounds of the ECS.

4. Influence of inversion strength

Other environmental factors besides the surface
temperature may influence TLCs: for example, vertical

FIG. 6. Constraining ECS using the covariance of deseasonalized TLC reflection with SST.
(a) Scatterplot of ECS vs deseasonalized dac/dhTi in CMIP5 models (numbered in order of
increasing ECS; Table 1). Gray lines represent the robust regression line (solid; r520.67) and
the 90% bootstrap confidence interval (dashed). The green line at the lower axis indicates the
PDF of the deseasonalized dac/dhTi inferred from observations. (b) Posterior PDF of ECS
(orange) obtained by a weighted average of the climate models, given the observed desea-
sonalized dac/dhTi. The bars with circles represent themode and confidence intervals (66%and
90%) implied by the posterior (orange) PDF and the prior (gray) PDF.

TABLE 4. Posterior ECS estimate given observations. The ECS estimates and 90% confidence interval (in square brackets) are based on the
priorECSestimate given by 29CMIP5models,with thepriormost likely value 3.6Kandprior 90%confidence interval [1.86, 4.80]. The estimates
are weighted by (columns from left to right) howwell models reproduce the univariate regression coefficient of TLC reflection onto temperature
(b1), how well they reproduce the bivariate regression coefficients of TLC reflection onto temperature (~b1) or onto inversion strength (~b2), or
how well they simultaneously reproduce both regression coefficients (~b1, ~b2). Boldface numbers represent ECS estimates for which the cor-
relation coefficients between ECS and the corresponding regression coefficient in climate models are relatively high (jrj . 0.65).

Band ECS (b1) ECS (~b1) ECS (~b2) ECS (~b1, ~b2)

Deseasonalized 3.98 [2.25, 4.96] 3.92 [2.36, 4.96] 3.87 [1.99, 4.72] 3.98 [2.43, 4.84]
Intra-annual 4.04 [1.98, 4.85] 3.81 [2.03, 4.87] 4.04 [1.96, 4.81] 4.10 [1.95, 4.85]
Seasonal 4.09 [2.42, 4.90] 2.94 [2.01, 4.52] 2.77 [1.95, 4.51] 2.65 [1.78, 3.65]
Interannual 3.58 [2.16, 4.75] 3.87 [2.34, 4.89] 3.37 [1.93, 4.74] 3.81 [2.29, 4.81]
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This allows us to constrain ECS (somewhat)

Brient and Schneider 2016

than that of interannual variability so that the deseason-
alized variability that we used above provides more ro-
bust constraints on ECS than seasonal variability.
Of course, all of these posterior ECS estimates are

conditional on the range of ECS simulated by the CMIP5
models. They merely indicate which ECSs in the model
range are more plausible than others, given the observa-
tions. They do not rule out ECSs entirely outside the range
indicated by current climatemodels: that is, that allmodels
are wrong. We found our information-theoretic weighting
of climate models to give more robust posterior ECS es-
timates than methods that are based, for example, on
estimating regression lines between ECS and present-day

dac/dhTi from climate simulations and that then use the
estimated regression lines for inferences about the pos-
terior ECS. Such methods can underestimate the
weight of LS models that are consistent with the data we
considered; they thus can lead to unrealistically narrow
posterior ECS estimates. By contrast, our information-
theoretic weighting yields more realistic posterior esti-
mates for the mode and confidence bounds of the ECS.

4. Influence of inversion strength

Other environmental factors besides the surface
temperature may influence TLCs: for example, vertical

FIG. 6. Constraining ECS using the covariance of deseasonalized TLC reflection with SST.
(a) Scatterplot of ECS vs deseasonalized dac/dhTi in CMIP5 models (numbered in order of
increasing ECS; Table 1). Gray lines represent the robust regression line (solid; r520.67) and
the 90% bootstrap confidence interval (dashed). The green line at the lower axis indicates the
PDF of the deseasonalized dac/dhTi inferred from observations. (b) Posterior PDF of ECS
(orange) obtained by a weighted average of the climate models, given the observed desea-
sonalized dac/dhTi. The bars with circles represent themode and confidence intervals (66%and
90%) implied by the posterior (orange) PDF and the prior (gray) PDF.

TABLE 4. Posterior ECS estimate given observations. The ECS estimates and 90% confidence interval (in square brackets) are based on the
priorECSestimate given by 29CMIP5models,with thepriormost likely value 3.6Kandprior 90%confidence interval [1.86, 4.80]. The estimates
are weighted by (columns from left to right) howwell models reproduce the univariate regression coefficient of TLC reflection onto temperature
(b1), how well they reproduce the bivariate regression coefficients of TLC reflection onto temperature (~b1) or onto inversion strength (~b2), or
how well they simultaneously reproduce both regression coefficients (~b1, ~b2). Boldface numbers represent ECS estimates for which the cor-
relation coefficients between ECS and the corresponding regression coefficient in climate models are relatively high (jrj . 0.65).

Band ECS (b1) ECS (~b1) ECS (~b2) ECS (~b1, ~b2)

Deseasonalized 3.98 [2.25, 4.96] 3.92 [2.36, 4.96] 3.87 [1.99, 4.72] 3.98 [2.43, 4.84]
Intra-annual 4.04 [1.98, 4.85] 3.81 [2.03, 4.87] 4.04 [1.96, 4.81] 4.10 [1.95, 4.85]
Seasonal 4.09 [2.42, 4.90] 2.94 [2.01, 4.52] 2.77 [1.95, 4.51] 2.65 [1.78, 3.65]
Interannual 3.58 [2.16, 4.75] 3.87 [2.34, 4.89] 3.37 [1.93, 4.74] 3.81 [2.29, 4.81]
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than that of interannual variability so that the deseason-
alized variability that we used above provides more ro-
bust constraints on ECS than seasonal variability.
Of course, all of these posterior ECS estimates are

conditional on the range of ECS simulated by the CMIP5
models. They merely indicate which ECSs in the model
range are more plausible than others, given the observa-
tions. They do not rule out ECSs entirely outside the range
indicated by current climatemodels: that is, that allmodels
are wrong. We found our information-theoretic weighting
of climate models to give more robust posterior ECS es-
timates than methods that are based, for example, on
estimating regression lines between ECS and present-day

dac/dhTi from climate simulations and that then use the
estimated regression lines for inferences about the pos-
terior ECS. Such methods can underestimate the
weight of LS models that are consistent with the data we
considered; they thus can lead to unrealistically narrow
posterior ECS estimates. By contrast, our information-
theoretic weighting yields more realistic posterior esti-
mates for the mode and confidence bounds of the ECS.

4. Influence of inversion strength

Other environmental factors besides the surface
temperature may influence TLCs: for example, vertical

FIG. 6. Constraining ECS using the covariance of deseasonalized TLC reflection with SST.
(a) Scatterplot of ECS vs deseasonalized dac/dhTi in CMIP5 models (numbered in order of
increasing ECS; Table 1). Gray lines represent the robust regression line (solid; r520.67) and
the 90% bootstrap confidence interval (dashed). The green line at the lower axis indicates the
PDF of the deseasonalized dac/dhTi inferred from observations. (b) Posterior PDF of ECS
(orange) obtained by a weighted average of the climate models, given the observed desea-
sonalized dac/dhTi. The bars with circles represent themode and confidence intervals (66%and
90%) implied by the posterior (orange) PDF and the prior (gray) PDF.

TABLE 4. Posterior ECS estimate given observations. The ECS estimates and 90% confidence interval (in square brackets) are based on the
priorECSestimate given by 29CMIP5models,with thepriormost likely value 3.6Kandprior 90%confidence interval [1.86, 4.80]. The estimates
are weighted by (columns from left to right) howwell models reproduce the univariate regression coefficient of TLC reflection onto temperature
(b1), how well they reproduce the bivariate regression coefficients of TLC reflection onto temperature (~b1) or onto inversion strength (~b2), or
how well they simultaneously reproduce both regression coefficients (~b1, ~b2). Boldface numbers represent ECS estimates for which the cor-
relation coefficients between ECS and the corresponding regression coefficient in climate models are relatively high (jrj . 0.65).

Band ECS (b1) ECS (~b1) ECS (~b2) ECS (~b1, ~b2)

Deseasonalized 3.98 [2.25, 4.96] 3.92 [2.36, 4.96] 3.87 [1.99, 4.72] 3.98 [2.43, 4.84]
Intra-annual 4.04 [1.98, 4.85] 3.81 [2.03, 4.87] 4.04 [1.96, 4.81] 4.10 [1.95, 4.85]
Seasonal 4.09 [2.42, 4.90] 2.94 [2.01, 4.52] 2.77 [1.95, 4.51] 2.65 [1.78, 3.65]
Interannual 3.58 [2.16, 4.75] 3.87 [2.34, 4.89] 3.37 [1.93, 4.74] 3.81 [2.29, 4.81]
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Observations point to robustly positive shortwave 
feedback of low clouds, but models differ widely

8 J O U R N A L O F C L I M A T E

Band d hLCFi/d hT i (%/K) corr(d hLCFi, dac)

Deseasonalized �4.11 [�5.35,�2.96] 0.79
Intraannual �2.77 [�4.81,�1.15] 0.83
Seasonal �6.40 [�7.25,�5.41] 0.98
Interannual �4.53 [�7.58,�2.00] 0.75

TABLE 3: Dependence of LCF on SST. Regression coefficient d hLCFi/d hT i of TLC fraction onto temperature, calcu-
lated analogously to dac/d hT i (Table 2) but with LCF data from the CALIPSO-GOCCP dataset. Intervals in brackets
indicate 90% confidence intervals. The average hLCFi over this period is 46%. Correlation coefficients between tem-
poral variations d hLCFi and dac are listed in the last column.
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Global
Warming

FIG. 3: Observed and simulated covariance of TLC reflection with surface temperature. Intraannual (<1 year), seasonal
(1 year), and interannual (>1 year) frequency bands are distinguished. The regression coefficients dac/d hT i are shown
with their modes (most likely values) and 66% and 90% confidence intervals, for observations, higher-sensitivity (HS)
climate models, and lower-sensitivity (LS) climate models. For the models, dac/d hT i is also shown for global-warming
simulations, calculated from the cloud reflection and temperature differences in the TLC regions between years 130–
149 and years 2–11 after an abrupt quadrupling of carbon dioxide concentrations. For the global-warming simulations,
the corresponding approximate confidence intervals (0.95s and 1.65s ) obtained from the standard deviation s of
dac/d hT i among the HS and LS models are shown, with the bar marking the multimodel median. The upper axis
indicates �hIidac/d hT i, which approximates the variation of the shortwave cloud radiative effect with temperature,
d hSci/d hT i.

cover and long-term cloud feedbacks seen in previous

studies (Qu et al. 2014; Zhou et al. 2015).

Therefore, given the strong correlations, on the one

hand, between ECS and dac/d hT i under global warm-

ing (Fig. 4) and, on the other hand, between dac/d hT i

Low-cloud reflectance  
variation (%/K) 

Brient and Schneider 2016



Why are low clouds difficult for climate 
models, and how can we make progress?



Low clouds are important because they cover large 
areas
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But there is very little water in them

Based on CloudSAT-CALIPSO data for 2006-2011 from Kay & Gettelmann 2009
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Most atmospheric water is vapor
PHENOMENA

Climate_Book January 6, 2017 6x9
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F����� 1.17: Precipitable water in the annual mean (top), DJF mean (middle), and JJA
mean (bottom). The precipitable water is expressed as the thickness of the equivalent
liquid layer if all water vapor in an atmospheric column were condensed onto the cross-
sectional area of the column. The global- and annual-mean precipitable water is 24 mm.

precipitable water in Earth’s atmosphere amounts to a liquid layer on Earth’s
surface only about 24 mm thin. The mean residence time of water vapor in the
atmosphere thus is only ⇠24 mm/(3.4 mm d�1) ⇡ 7 d. While water molecules
reside on average over 3000 years in the oceans before evaporating, they spend
only about a week in the atmosphere before precipitating again.

While precipitable water in the atmosphere has a small global mean, it varies
strongly spatially (Fig. 1.17). It is greatest in the tropical convergence zones,
where it reaches values around 50 mm. From there, it generally decreases
going poleward, to lower values in the winter hemisphere than in the summer
hemisphere. For example, over extratropical continents in summer, there are

Water vapor

PHENOMENA
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F����� 1.17: Precipitable water in the annual mean (top), DJF mean (middle), and JJA
mean (bottom). The precipitable water is expressed as the thickness of the equivalent
liquid layer if all water vapor in an atmospheric column were condensed onto the cross-
sectional area of the column. The global- and annual-mean precipitable water is 24 mm.

precipitable water in Earth’s atmosphere amounts to a liquid layer on Earth’s
surface only about 24 mm thin. The mean residence time of water vapor in the
atmosphere thus is only ⇠24 mm/(3.4 mm d�1) ⇡ 7 d. While water molecules
reside on average over 3000 years in the oceans before evaporating, they spend
only about a week in the atmosphere before precipitating again.

While precipitable water in the atmosphere has a small global mean, it varies
strongly spatially (Fig. 1.17). It is greatest in the tropical convergence zones,
where it reaches values around 50 mm. From there, it generally decreases
going poleward, to lower values in the winter hemisphere than in the summer
hemisphere. For example, over extratropical continents in summer, there are

Global-mean 25 mm



Clouds form where small residual of water 
condenses in coherent turbulent updrafts

Simulation with PyCLES (Pressel et al. 2015)
Large-eddy simulation of tropical cumulus 



Climate models are too coarse to resolve updrafts

Global model:  
~100 km resolution Cloud scales: ~10 m
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SA

 M
O

DI
S



When will faster computers resolve clouds globally?

Peak performance of fastest computer
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What we can do now

Limited-area model

Global model

Use global and limited-area models in hierarchical framework



It’s also the golden age of observations from space

Image:	NASA	



Develop new representations of clouds and 
turbulence with model hierarchy and new data
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Develop new representations of clouds and 
turbulence with model hierarchy and new data
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What’s difficult about driving limited-area models? 
Why not simply prescribing surface temperatures?

• Need to respect energy balance to get surface fluxes 
right 

• E.g., with fixed SST, evaporation  

E∝es−e=es(1-RH)  

increases exponentially with SST (Clausius-Clapeyron). 
This distorts buoyancy flux. 

Impossible in reality!



We can probe the cloud response with LES

• Python Cloud Large Eddy Simulation (PyCLES, Pressel et al. 2015) 

• Closed budgets of specific entropy (s) and total water (qt) 

• Discontinuity-capturing (WENO) advection schemes 

• Include radiative transfer in LES, couple it to slab ocean, and drive 
it with 

• horizontal fluxes of heat and water 

• mean vertical velocities 

• relaxation to moist adiabat in free troposphere



Perform LES of low clouds at subtropical sites
CGILS:+LES+experiment+of+steady8state+

low+clouds+(Blossey*et*al.*2013)+
S12+

S11+

S6+

[35] The warmed-climate reference profiles show fea-
tures of the CGILS idealized climate changes. The h
perturbation is moist-adiabatic, and the RH and wind
profiles are unchanged. While the subsidence in the
CTL and P2 simulations is identical, the subsidence is
uniformly decreased by approximately 11% in the P2S
simulations. The low-level horizontal advection of tem-
perature is unchanged from the control due to the
CGILS assumption of uniform surface warming
throughout the tropics, but the dry advection in the
boundary layer is stronger in the warmed climate due to
the 7% K21 Clausius-Clapeyron-induced increase of
horizontal humidity gradient over warmer SST.

3.1. S12 Control Simulation

[36] Figure 2 shows time-height profiles of cloud frac-
tion from the control simulations of each LES model.
Each control simulation lasts 10 days, with each model
nearly reaching an equilibrium by the end of the simula-
tion. The time series of cloud liquid water path (LWP)
in Figure 3a show that the LWP in the models appears
to be in an approximately statistically steady state. The
shortwave cloud radiative effect (SWCRE) is stronger
(more negative) for models simulating more LWP. This
is expected under the full cloud cover simulated by all
models for the present case but is a useful test that the
shortwave radiation parameterizations and effective

Figure 2. Time-height profiles of cloud fraction for the S12 control simulations. Profiles have been averaged in
the x and y directions and in 6 h chunks, as have all quantities in the figures unless otherwise mentioned.

Figure 3. Time series of (a-c) cloud LWP and (d-f) SWCRE for the S12 (a,d) control, (b,e) P2, and (c,f) P2S sensi-
tivity simulations in the CGILS LES intercomparison.
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[35] The warmed-climate reference profiles show fea-
tures of the CGILS idealized climate changes. The h
perturbation is moist-adiabatic, and the RH and wind
profiles are unchanged. While the subsidence in the
CTL and P2 simulations is identical, the subsidence is
uniformly decreased by approximately 11% in the P2S
simulations. The low-level horizontal advection of tem-
perature is unchanged from the control due to the
CGILS assumption of uniform surface warming
throughout the tropics, but the dry advection in the
boundary layer is stronger in the warmed climate due to
the 7% K21 Clausius-Clapeyron-induced increase of
horizontal humidity gradient over warmer SST.

3.1. S12 Control Simulation

[36] Figure 2 shows time-height profiles of cloud frac-
tion from the control simulations of each LES model.
Each control simulation lasts 10 days, with each model
nearly reaching an equilibrium by the end of the simula-
tion. The time series of cloud liquid water path (LWP)
in Figure 3a show that the LWP in the models appears
to be in an approximately statistically steady state. The
shortwave cloud radiative effect (SWCRE) is stronger
(more negative) for models simulating more LWP. This
is expected under the full cloud cover simulated by all
models for the present case but is a useful test that the
shortwave radiation parameterizations and effective

Figure 2. Time-height profiles of cloud fraction for the S12 control simulations. Profiles have been averaged in
the x and y directions and in 6 h chunks, as have all quantities in the figures unless otherwise mentioned.

Figure 3. Time series of (a-c) cloud LWP and (d-f) SWCRE for the S12 (a,d) control, (b,e) P2, and (c,f) P2S sensi-
tivity simulations in the CGILS LES intercomparison.
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runs, reaching 1400–1500 m by the end of the 10 day
long simulations. Because of the wide range of inversion
heights during the simulations, and because accurate
simulation of entrainment rate requires use of a verti-
cally uniform grid throughout the region swept out by
the inversion, the S11 simulation was particularly com-
putationally intensive. One of the models, LaRC, used
a 25 m vertical grid spacing instead of the 5 m vertical
grid spacing employed by the other LES. It remains
unclear why the LaRC model, unlike other LES, does
not overentrain at 25 m grid spacing [Bretherton et al.,
1999]. Results from the UCLA model are not included
because its free-tropospheric humidity spuriously drifts
away from the reference profile later in the simulation.

[51] As with S12, salient boundary-layer properties
averaged over the last 2 days of the 10 day simulations

are shown in Table 4. In all of the models, the boundary
layer becomes decoupled with a layer of cumulus clouds
(low cloud fraction) beneath a stratocumulus layer with
full cloud cover. The stratocumulus cloud base height
exceeds the LCL by roughly 400–500 m. The profiles of
qt and sl=cp in Figure 11 show two well-mixed layers in
most of the models, one extending up to the LCL that is
driven by surface buoyancy fluxes, overlaid by a second
driven by cloud top radiative cooling [Turton and Nich-
olls, 1987]. Figure 12 and Table 4 show that three of the
models shown (SAM, DALES, and LaRC) have similar
LWP and SWCRE, while SAMA, MOLEM, and
MOLEMA support somewhat thicker, brighter strato-
cumulus layers.

[52] The ERA reference profiles are fairly consistent
with various satellite estimates of mean summertime

Figure 10. Time-height profiles of cloud fraction for the S11 control simulations in the CGILS LES
intercomparison.

Table 4. Summary of Steady-State (8 to 10 Day Mean) Results for S11a

Model
Simulation

Name
zi

(m)
zb

(m)
LCL
(m)

we

(mm s21)
SHF

(W m22)
LHF

(W m22)
QRAD

(W m22)
LWP

(g m22)
SWCRE
(W m22)

DALES CTL 1421 1171 785 4.6 4.1 103 231 52 2156
P2S 1537 1299 767 4.4 4.2 112 228 46 2146

LaRC CTL 1502 1228 720 4.9 5.1 97 233 51 2152
P2S 1622 1351 703 4.7 4.8 106 230 51 2151

MOLEM CTL 1506 1213 703 4.8 4.2 97 230 75 2174
P2S 1644 1359 679 4.7 4.2 105 227 71 2170

MOLEMA CTL 1471 1149 710 4.7 4.8 96 230 93 2188
P2S 1623 1317 684 4.6 4.7 104 227 85 2180

SAM CTL 1455 1232 696 4.7 3.8 97 232 44 2145
P2S 1585 1362 675 4.6 3.7 105 230 45 2146

SAMA CTL 1453 1186 700 4.7 3.8 97 233 63 2167
P2S 1590 1330 674 4.6 3.7 105 230 62 2165

aIn all models, the cloud fraction is 100%, and surface precipitation is negligible. Definition of terms: zi, inversion height; zb, stratocumulus
cloud base height; LCL, lifting condensation level; we, entrainment rate; SHF, sensible heat flux; LHF, latent heat flux; QRAD, radiative flux
divergence between surface and inversion; LWP, liquid water path; SWCRE, shortwave cloud radiative effect.
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[35] The warmed-climate reference profiles show fea-
tures of the CGILS idealized climate changes. The h
perturbation is moist-adiabatic, and the RH and wind
profiles are unchanged. While the subsidence in the
CTL and P2 simulations is identical, the subsidence is
uniformly decreased by approximately 11% in the P2S
simulations. The low-level horizontal advection of tem-
perature is unchanged from the control due to the
CGILS assumption of uniform surface warming
throughout the tropics, but the dry advection in the
boundary layer is stronger in the warmed climate due to
the 7% K21 Clausius-Clapeyron-induced increase of
horizontal humidity gradient over warmer SST.

3.1. S12 Control Simulation

[36] Figure 2 shows time-height profiles of cloud frac-
tion from the control simulations of each LES model.
Each control simulation lasts 10 days, with each model
nearly reaching an equilibrium by the end of the simula-
tion. The time series of cloud liquid water path (LWP)
in Figure 3a show that the LWP in the models appears
to be in an approximately statistically steady state. The
shortwave cloud radiative effect (SWCRE) is stronger
(more negative) for models simulating more LWP. This
is expected under the full cloud cover simulated by all
models for the present case but is a useful test that the
shortwave radiation parameterizations and effective

Figure 2. Time-height profiles of cloud fraction for the S12 control simulations. Profiles have been averaged in
the x and y directions and in 6 h chunks, as have all quantities in the figures unless otherwise mentioned.

Figure 3. Time series of (a-c) cloud LWP and (d-f) SWCRE for the S12 (a,d) control, (b,e) P2, and (c,f) P2S sensi-
tivity simulations in the CGILS LES intercomparison.
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Figure 17. Time-height profiles of cloud fraction for the S6 control simulations in the CGILS LES
intercomparison.

Figure 16. As in Figure 1, but for CGILS S6 control (CTL) and warmed-climate (P2S) simulations. For S6, the
runs are initialized with the reference profiles.
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[35] The warmed-climate reference profiles show fea-
tures of the CGILS idealized climate changes. The h
perturbation is moist-adiabatic, and the RH and wind
profiles are unchanged. While the subsidence in the
CTL and P2 simulations is identical, the subsidence is
uniformly decreased by approximately 11% in the P2S
simulations. The low-level horizontal advection of tem-
perature is unchanged from the control due to the
CGILS assumption of uniform surface warming
throughout the tropics, but the dry advection in the
boundary layer is stronger in the warmed climate due to
the 7% K21 Clausius-Clapeyron-induced increase of
horizontal humidity gradient over warmer SST.

3.1. S12 Control Simulation

[36] Figure 2 shows time-height profiles of cloud frac-
tion from the control simulations of each LES model.
Each control simulation lasts 10 days, with each model
nearly reaching an equilibrium by the end of the simula-
tion. The time series of cloud liquid water path (LWP)
in Figure 3a show that the LWP in the models appears
to be in an approximately statistically steady state. The
shortwave cloud radiative effect (SWCRE) is stronger
(more negative) for models simulating more LWP. This
is expected under the full cloud cover simulated by all
models for the present case but is a useful test that the
shortwave radiation parameterizations and effective

Figure 2. Time-height profiles of cloud fraction for the S12 control simulations. Profiles have been averaged in
the x and y directions and in 6 h chunks, as have all quantities in the figures unless otherwise mentioned.

Figure 3. Time series of (a-c) cloud LWP and (d-f) SWCRE for the S12 (a,d) control, (b,e) P2, and (c,f) P2S sensi-
tivity simulations in the CGILS LES intercomparison.
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•  Prescribing+sea8surface+temperature+(SST).+
•  Idealized+climate+change+(P2S):+just+assuming+SST+

warms+about+the+same+as+the+free+troposphere.+

Teixeira*et*al.*
2011:*Observed*
Low*Cloud*FracDon*

CGILS:+LES+experiment+of+steady8state+
low+clouds+(Blossey*et*al.*2013)+
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[35] The warmed-climate reference profiles show fea-
tures of the CGILS idealized climate changes. The h
perturbation is moist-adiabatic, and the RH and wind
profiles are unchanged. While the subsidence in the
CTL and P2 simulations is identical, the subsidence is
uniformly decreased by approximately 11% in the P2S
simulations. The low-level horizontal advection of tem-
perature is unchanged from the control due to the
CGILS assumption of uniform surface warming
throughout the tropics, but the dry advection in the
boundary layer is stronger in the warmed climate due to
the 7% K21 Clausius-Clapeyron-induced increase of
horizontal humidity gradient over warmer SST.

3.1. S12 Control Simulation

[36] Figure 2 shows time-height profiles of cloud frac-
tion from the control simulations of each LES model.
Each control simulation lasts 10 days, with each model
nearly reaching an equilibrium by the end of the simula-
tion. The time series of cloud liquid water path (LWP)
in Figure 3a show that the LWP in the models appears
to be in an approximately statistically steady state. The
shortwave cloud radiative effect (SWCRE) is stronger
(more negative) for models simulating more LWP. This
is expected under the full cloud cover simulated by all
models for the present case but is a useful test that the
shortwave radiation parameterizations and effective

Figure 2. Time-height profiles of cloud fraction for the S12 control simulations. Profiles have been averaged in
the x and y directions and in 6 h chunks, as have all quantities in the figures unless otherwise mentioned.

Figure 3. Time series of (a-c) cloud LWP and (d-f) SWCRE for the S12 (a,d) control, (b,e) P2, and (c,f) P2S sensi-
tivity simulations in the CGILS LES intercomparison.
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[35] The warmed-climate reference profiles show fea-
tures of the CGILS idealized climate changes. The h
perturbation is moist-adiabatic, and the RH and wind
profiles are unchanged. While the subsidence in the
CTL and P2 simulations is identical, the subsidence is
uniformly decreased by approximately 11% in the P2S
simulations. The low-level horizontal advection of tem-
perature is unchanged from the control due to the
CGILS assumption of uniform surface warming
throughout the tropics, but the dry advection in the
boundary layer is stronger in the warmed climate due to
the 7% K21 Clausius-Clapeyron-induced increase of
horizontal humidity gradient over warmer SST.

3.1. S12 Control Simulation

[36] Figure 2 shows time-height profiles of cloud frac-
tion from the control simulations of each LES model.
Each control simulation lasts 10 days, with each model
nearly reaching an equilibrium by the end of the simula-
tion. The time series of cloud liquid water path (LWP)
in Figure 3a show that the LWP in the models appears
to be in an approximately statistically steady state. The
shortwave cloud radiative effect (SWCRE) is stronger
(more negative) for models simulating more LWP. This
is expected under the full cloud cover simulated by all
models for the present case but is a useful test that the
shortwave radiation parameterizations and effective

Figure 2. Time-height profiles of cloud fraction for the S12 control simulations. Profiles have been averaged in
the x and y directions and in 6 h chunks, as have all quantities in the figures unless otherwise mentioned.

Figure 3. Time series of (a-c) cloud LWP and (d-f) SWCRE for the S12 (a,d) control, (b,e) P2, and (c,f) P2S sensi-
tivity simulations in the CGILS LES intercomparison.
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runs, reaching 1400–1500 m by the end of the 10 day
long simulations. Because of the wide range of inversion
heights during the simulations, and because accurate
simulation of entrainment rate requires use of a verti-
cally uniform grid throughout the region swept out by
the inversion, the S11 simulation was particularly com-
putationally intensive. One of the models, LaRC, used
a 25 m vertical grid spacing instead of the 5 m vertical
grid spacing employed by the other LES. It remains
unclear why the LaRC model, unlike other LES, does
not overentrain at 25 m grid spacing [Bretherton et al.,
1999]. Results from the UCLA model are not included
because its free-tropospheric humidity spuriously drifts
away from the reference profile later in the simulation.

[51] As with S12, salient boundary-layer properties
averaged over the last 2 days of the 10 day simulations

are shown in Table 4. In all of the models, the boundary
layer becomes decoupled with a layer of cumulus clouds
(low cloud fraction) beneath a stratocumulus layer with
full cloud cover. The stratocumulus cloud base height
exceeds the LCL by roughly 400–500 m. The profiles of
qt and sl=cp in Figure 11 show two well-mixed layers in
most of the models, one extending up to the LCL that is
driven by surface buoyancy fluxes, overlaid by a second
driven by cloud top radiative cooling [Turton and Nich-
olls, 1987]. Figure 12 and Table 4 show that three of the
models shown (SAM, DALES, and LaRC) have similar
LWP and SWCRE, while SAMA, MOLEM, and
MOLEMA support somewhat thicker, brighter strato-
cumulus layers.

[52] The ERA reference profiles are fairly consistent
with various satellite estimates of mean summertime

Figure 10. Time-height profiles of cloud fraction for the S11 control simulations in the CGILS LES
intercomparison.

Table 4. Summary of Steady-State (8 to 10 Day Mean) Results for S11a

Model
Simulation

Name
zi

(m)
zb

(m)
LCL
(m)

we

(mm s21)
SHF

(W m22)
LHF

(W m22)
QRAD

(W m22)
LWP

(g m22)
SWCRE
(W m22)

DALES CTL 1421 1171 785 4.6 4.1 103 231 52 2156
P2S 1537 1299 767 4.4 4.2 112 228 46 2146

LaRC CTL 1502 1228 720 4.9 5.1 97 233 51 2152
P2S 1622 1351 703 4.7 4.8 106 230 51 2151

MOLEM CTL 1506 1213 703 4.8 4.2 97 230 75 2174
P2S 1644 1359 679 4.7 4.2 105 227 71 2170

MOLEMA CTL 1471 1149 710 4.7 4.8 96 230 93 2188
P2S 1623 1317 684 4.6 4.7 104 227 85 2180

SAM CTL 1455 1232 696 4.7 3.8 97 232 44 2145
P2S 1585 1362 675 4.6 3.7 105 230 45 2146

SAMA CTL 1453 1186 700 4.7 3.8 97 233 63 2167
P2S 1590 1330 674 4.6 3.7 105 230 62 2165

aIn all models, the cloud fraction is 100%, and surface precipitation is negligible. Definition of terms: zi, inversion height; zb, stratocumulus
cloud base height; LCL, lifting condensation level; we, entrainment rate; SHF, sensible heat flux; LHF, latent heat flux; QRAD, radiative flux
divergence between surface and inversion; LWP, liquid water path; SWCRE, shortwave cloud radiative effect.
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[35] The warmed-climate reference profiles show fea-
tures of the CGILS idealized climate changes. The h
perturbation is moist-adiabatic, and the RH and wind
profiles are unchanged. While the subsidence in the
CTL and P2 simulations is identical, the subsidence is
uniformly decreased by approximately 11% in the P2S
simulations. The low-level horizontal advection of tem-
perature is unchanged from the control due to the
CGILS assumption of uniform surface warming
throughout the tropics, but the dry advection in the
boundary layer is stronger in the warmed climate due to
the 7% K21 Clausius-Clapeyron-induced increase of
horizontal humidity gradient over warmer SST.

3.1. S12 Control Simulation

[36] Figure 2 shows time-height profiles of cloud frac-
tion from the control simulations of each LES model.
Each control simulation lasts 10 days, with each model
nearly reaching an equilibrium by the end of the simula-
tion. The time series of cloud liquid water path (LWP)
in Figure 3a show that the LWP in the models appears
to be in an approximately statistically steady state. The
shortwave cloud radiative effect (SWCRE) is stronger
(more negative) for models simulating more LWP. This
is expected under the full cloud cover simulated by all
models for the present case but is a useful test that the
shortwave radiation parameterizations and effective

Figure 2. Time-height profiles of cloud fraction for the S12 control simulations. Profiles have been averaged in
the x and y directions and in 6 h chunks, as have all quantities in the figures unless otherwise mentioned.

Figure 3. Time series of (a-c) cloud LWP and (d-f) SWCRE for the S12 (a,d) control, (b,e) P2, and (c,f) P2S sensi-
tivity simulations in the CGILS LES intercomparison.
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Figure 17. Time-height profiles of cloud fraction for the S6 control simulations in the CGILS LES
intercomparison.

Figure 16. As in Figure 1, but for CGILS S6 control (CTL) and warmed-climate (P2S) simulations. For S6, the
runs are initialized with the reference profiles.
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[35] The warmed-climate reference profiles show fea-
tures of the CGILS idealized climate changes. The h
perturbation is moist-adiabatic, and the RH and wind
profiles are unchanged. While the subsidence in the
CTL and P2 simulations is identical, the subsidence is
uniformly decreased by approximately 11% in the P2S
simulations. The low-level horizontal advection of tem-
perature is unchanged from the control due to the
CGILS assumption of uniform surface warming
throughout the tropics, but the dry advection in the
boundary layer is stronger in the warmed climate due to
the 7% K21 Clausius-Clapeyron-induced increase of
horizontal humidity gradient over warmer SST.

3.1. S12 Control Simulation

[36] Figure 2 shows time-height profiles of cloud frac-
tion from the control simulations of each LES model.
Each control simulation lasts 10 days, with each model
nearly reaching an equilibrium by the end of the simula-
tion. The time series of cloud liquid water path (LWP)
in Figure 3a show that the LWP in the models appears
to be in an approximately statistically steady state. The
shortwave cloud radiative effect (SWCRE) is stronger
(more negative) for models simulating more LWP. This
is expected under the full cloud cover simulated by all
models for the present case but is a useful test that the
shortwave radiation parameterizations and effective

Figure 2. Time-height profiles of cloud fraction for the S12 control simulations. Profiles have been averaged in
the x and y directions and in 6 h chunks, as have all quantities in the figures unless otherwise mentioned.

Figure 3. Time series of (a-c) cloud LWP and (d-f) SWCRE for the S12 (a,d) control, (b,e) P2, and (c,f) P2S sensi-
tivity simulations in the CGILS LES intercomparison.
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[35] The warmed-climate reference profiles show fea-
tures of the CGILS idealized climate changes. The h
perturbation is moist-adiabatic, and the RH and wind
profiles are unchanged. While the subsidence in the
CTL and P2 simulations is identical, the subsidence is
uniformly decreased by approximately 11% in the P2S
simulations. The low-level horizontal advection of tem-
perature is unchanged from the control due to the
CGILS assumption of uniform surface warming
throughout the tropics, but the dry advection in the
boundary layer is stronger in the warmed climate due to
the 7% K21 Clausius-Clapeyron-induced increase of
horizontal humidity gradient over warmer SST.

3.1. S12 Control Simulation

[36] Figure 2 shows time-height profiles of cloud frac-
tion from the control simulations of each LES model.
Each control simulation lasts 10 days, with each model
nearly reaching an equilibrium by the end of the simula-
tion. The time series of cloud liquid water path (LWP)
in Figure 3a show that the LWP in the models appears
to be in an approximately statistically steady state. The
shortwave cloud radiative effect (SWCRE) is stronger
(more negative) for models simulating more LWP. This
is expected under the full cloud cover simulated by all
models for the present case but is a useful test that the
shortwave radiation parameterizations and effective

Figure 2. Time-height profiles of cloud fraction for the S12 control simulations. Profiles have been averaged in
the x and y directions and in 6 h chunks, as have all quantities in the figures unless otherwise mentioned.

Figure 3. Time series of (a-c) cloud LWP and (d-f) SWCRE for the S12 (a,d) control, (b,e) P2, and (c,f) P2S sensi-
tivity simulations in the CGILS LES intercomparison.
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[35] The warmed-climate reference profiles show fea-
tures of the CGILS idealized climate changes. The h
perturbation is moist-adiabatic, and the RH and wind
profiles are unchanged. While the subsidence in the
CTL and P2 simulations is identical, the subsidence is
uniformly decreased by approximately 11% in the P2S
simulations. The low-level horizontal advection of tem-
perature is unchanged from the control due to the
CGILS assumption of uniform surface warming
throughout the tropics, but the dry advection in the
boundary layer is stronger in the warmed climate due to
the 7% K21 Clausius-Clapeyron-induced increase of
horizontal humidity gradient over warmer SST.

3.1. S12 Control Simulation

[36] Figure 2 shows time-height profiles of cloud frac-
tion from the control simulations of each LES model.
Each control simulation lasts 10 days, with each model
nearly reaching an equilibrium by the end of the simula-
tion. The time series of cloud liquid water path (LWP)
in Figure 3a show that the LWP in the models appears
to be in an approximately statistically steady state. The
shortwave cloud radiative effect (SWCRE) is stronger
(more negative) for models simulating more LWP. This
is expected under the full cloud cover simulated by all
models for the present case but is a useful test that the
shortwave radiation parameterizations and effective

Figure 2. Time-height profiles of cloud fraction for the S12 control simulations. Profiles have been averaged in
the x and y directions and in 6 h chunks, as have all quantities in the figures unless otherwise mentioned.

Figure 3. Time series of (a-c) cloud LWP and (d-f) SWCRE for the S12 (a,d) control, (b,e) P2, and (c,f) P2S sensi-
tivity simulations in the CGILS LES intercomparison.
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S12:+Stratocumulus+(Sc)+

runs, reaching 1400–1500 m by the end of the 10 day
long simulations. Because of the wide range of inversion
heights during the simulations, and because accurate
simulation of entrainment rate requires use of a verti-
cally uniform grid throughout the region swept out by
the inversion, the S11 simulation was particularly com-
putationally intensive. One of the models, LaRC, used
a 25 m vertical grid spacing instead of the 5 m vertical
grid spacing employed by the other LES. It remains
unclear why the LaRC model, unlike other LES, does
not overentrain at 25 m grid spacing [Bretherton et al.,
1999]. Results from the UCLA model are not included
because its free-tropospheric humidity spuriously drifts
away from the reference profile later in the simulation.

[51] As with S12, salient boundary-layer properties
averaged over the last 2 days of the 10 day simulations

are shown in Table 4. In all of the models, the boundary
layer becomes decoupled with a layer of cumulus clouds
(low cloud fraction) beneath a stratocumulus layer with
full cloud cover. The stratocumulus cloud base height
exceeds the LCL by roughly 400–500 m. The profiles of
qt and sl=cp in Figure 11 show two well-mixed layers in
most of the models, one extending up to the LCL that is
driven by surface buoyancy fluxes, overlaid by a second
driven by cloud top radiative cooling [Turton and Nich-
olls, 1987]. Figure 12 and Table 4 show that three of the
models shown (SAM, DALES, and LaRC) have similar
LWP and SWCRE, while SAMA, MOLEM, and
MOLEMA support somewhat thicker, brighter strato-
cumulus layers.

[52] The ERA reference profiles are fairly consistent
with various satellite estimates of mean summertime

Figure 10. Time-height profiles of cloud fraction for the S11 control simulations in the CGILS LES
intercomparison.

Table 4. Summary of Steady-State (8 to 10 Day Mean) Results for S11a

Model
Simulation

Name
zi

(m)
zb

(m)
LCL
(m)

we

(mm s21)
SHF

(W m22)
LHF

(W m22)
QRAD

(W m22)
LWP

(g m22)
SWCRE
(W m22)

DALES CTL 1421 1171 785 4.6 4.1 103 231 52 2156
P2S 1537 1299 767 4.4 4.2 112 228 46 2146

LaRC CTL 1502 1228 720 4.9 5.1 97 233 51 2152
P2S 1622 1351 703 4.7 4.8 106 230 51 2151

MOLEM CTL 1506 1213 703 4.8 4.2 97 230 75 2174
P2S 1644 1359 679 4.7 4.2 105 227 71 2170

MOLEMA CTL 1471 1149 710 4.7 4.8 96 230 93 2188
P2S 1623 1317 684 4.6 4.7 104 227 85 2180

SAM CTL 1455 1232 696 4.7 3.8 97 232 44 2145
P2S 1585 1362 675 4.6 3.7 105 230 45 2146

SAMA CTL 1453 1186 700 4.7 3.8 97 233 63 2167
P2S 1590 1330 674 4.6 3.7 105 230 62 2165

aIn all models, the cloud fraction is 100%, and surface precipitation is negligible. Definition of terms: zi, inversion height; zb, stratocumulus
cloud base height; LCL, lifting condensation level; we, entrainment rate; SHF, sensible heat flux; LHF, latent heat flux; QRAD, radiative flux
divergence between surface and inversion; LWP, liquid water path; SWCRE, shortwave cloud radiative effect.
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[35] The warmed-climate reference profiles show fea-
tures of the CGILS idealized climate changes. The h
perturbation is moist-adiabatic, and the RH and wind
profiles are unchanged. While the subsidence in the
CTL and P2 simulations is identical, the subsidence is
uniformly decreased by approximately 11% in the P2S
simulations. The low-level horizontal advection of tem-
perature is unchanged from the control due to the
CGILS assumption of uniform surface warming
throughout the tropics, but the dry advection in the
boundary layer is stronger in the warmed climate due to
the 7% K21 Clausius-Clapeyron-induced increase of
horizontal humidity gradient over warmer SST.

3.1. S12 Control Simulation

[36] Figure 2 shows time-height profiles of cloud frac-
tion from the control simulations of each LES model.
Each control simulation lasts 10 days, with each model
nearly reaching an equilibrium by the end of the simula-
tion. The time series of cloud liquid water path (LWP)
in Figure 3a show that the LWP in the models appears
to be in an approximately statistically steady state. The
shortwave cloud radiative effect (SWCRE) is stronger
(more negative) for models simulating more LWP. This
is expected under the full cloud cover simulated by all
models for the present case but is a useful test that the
shortwave radiation parameterizations and effective

Figure 2. Time-height profiles of cloud fraction for the S12 control simulations. Profiles have been averaged in
the x and y directions and in 6 h chunks, as have all quantities in the figures unless otherwise mentioned.

Figure 3. Time series of (a-c) cloud LWP and (d-f) SWCRE for the S12 (a,d) control, (b,e) P2, and (c,f) P2S sensi-
tivity simulations in the CGILS LES intercomparison.
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S11:+Sc8over8Cu+

Figure 17. Time-height profiles of cloud fraction for the S6 control simulations in the CGILS LES
intercomparison.

Figure 16. As in Figure 1, but for CGILS S6 control (CTL) and warmed-climate (P2S) simulations. For S6, the
runs are initialized with the reference profiles.
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S6:+Cumulus+(Cu)+

[35] The warmed-climate reference profiles show fea-
tures of the CGILS idealized climate changes. The h
perturbation is moist-adiabatic, and the RH and wind
profiles are unchanged. While the subsidence in the
CTL and P2 simulations is identical, the subsidence is
uniformly decreased by approximately 11% in the P2S
simulations. The low-level horizontal advection of tem-
perature is unchanged from the control due to the
CGILS assumption of uniform surface warming
throughout the tropics, but the dry advection in the
boundary layer is stronger in the warmed climate due to
the 7% K21 Clausius-Clapeyron-induced increase of
horizontal humidity gradient over warmer SST.

3.1. S12 Control Simulation

[36] Figure 2 shows time-height profiles of cloud frac-
tion from the control simulations of each LES model.
Each control simulation lasts 10 days, with each model
nearly reaching an equilibrium by the end of the simula-
tion. The time series of cloud liquid water path (LWP)
in Figure 3a show that the LWP in the models appears
to be in an approximately statistically steady state. The
shortwave cloud radiative effect (SWCRE) is stronger
(more negative) for models simulating more LWP. This
is expected under the full cloud cover simulated by all
models for the present case but is a useful test that the
shortwave radiation parameterizations and effective

Figure 2. Time-height profiles of cloud fraction for the S12 control simulations. Profiles have been averaged in
the x and y directions and in 6 h chunks, as have all quantities in the figures unless otherwise mentioned.

Figure 3. Time series of (a-c) cloud LWP and (d-f) SWCRE for the S12 (a,d) control, (b,e) P2, and (c,f) P2S sensi-
tivity simulations in the CGILS LES intercomparison.
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1+ 10+ 100+
LES"simulated!
Cloud+Frac'on+(%)+

•  Prescribing+sea8surface+temperature+(SST).+
•  Idealized+climate+change+(P2S):+just+assuming+SST+

warms+about+the+same+as+the+free+troposphere.+

Teixeira*et*al.*
2011:*Observed*
Low*Cloud*FracDon*

(same sites as  
in CGILS)

Tan et al. JAMES, in press



Turbulence weakens, cumulus clouds thin under 
warming (but may form anvils)

Inversion shallows, turbulence weakens
Tan et al. JAMES, in press

CO2, temperature increase →



Contrast: Cu response with prescribed 
temperature

Inversion stays same, turbulence strengthens
Tan et al. JAMES, in press

CO2, temperature increase →



Cloud reflectance decreases under warming

~ - 0.6 W m2/K

Tan et al. JAMES, in press



SW CRE decrease in LES is broadly consistent 
with higher-sensitivity climate models

8 J O U R N A L O F C L I M A T E

Band d hLCFi/d hT i (%/K) corr(d hLCFi, dac)

Deseasonalized �4.11 [�5.35,�2.96] 0.79
Intraannual �2.77 [�4.81,�1.15] 0.83
Seasonal �6.40 [�7.25,�5.41] 0.98
Interannual �4.53 [�7.58,�2.00] 0.75

TABLE 3: Dependence of LCF on SST. Regression coefficient d hLCFi/d hT i of TLC fraction onto temperature, calcu-
lated analogously to dac/d hT i (Table 2) but with LCF data from the CALIPSO-GOCCP dataset. Intervals in brackets
indicate 90% confidence intervals. The average hLCFi over this period is 46%. Correlation coefficients between tem-
poral variations d hLCFi and dac are listed in the last column.

−3 −2 −1 0 1 2

>1 year

1 year

<1 year

−50510

66%

90%

Mode

Observations
HS models
LS models

−〈I 〉δαc/δ〈T 〉 (W m-2 K-1)

δαc/δ〈T 〉 (%/K)

Global
Warming

FIG. 3: Observed and simulated covariance of TLC reflection with surface temperature. Intraannual (<1 year), seasonal
(1 year), and interannual (>1 year) frequency bands are distinguished. The regression coefficients dac/d hT i are shown
with their modes (most likely values) and 66% and 90% confidence intervals, for observations, higher-sensitivity (HS)
climate models, and lower-sensitivity (LS) climate models. For the models, dac/d hT i is also shown for global-warming
simulations, calculated from the cloud reflection and temperature differences in the TLC regions between years 130–
149 and years 2–11 after an abrupt quadrupling of carbon dioxide concentrations. For the global-warming simulations,
the corresponding approximate confidence intervals (0.95s and 1.65s ) obtained from the standard deviation s of
dac/d hT i among the HS and LS models are shown, with the bar marking the multimodel median. The upper axis
indicates �hIidac/d hT i, which approximates the variation of the shortwave cloud radiative effect with temperature,
d hSci/d hT i.

cover and long-term cloud feedbacks seen in previous

studies (Qu et al. 2014; Zhou et al. 2015).

Therefore, given the strong correlations, on the one

hand, between ECS and dac/d hT i under global warm-

ing (Fig. 4) and, on the other hand, between dac/d hT i

Low-cloud reflectance  
variation (%/K) 

Brient and Schneider 2016

SWCRE change (W m2 K-1)



Develop new representations of clouds and 
turbulence with model hierarchy and new data
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of clouds/turbulence



Cloud/boundary layer turbulence schemes in 
current GCMs have unphysical discontinuities

• Deep convection (coherent): Often mass flux schemes 
(e.g., Arakawa & Schubert1974, Tiedtke 1989; Arakawa & Wu 2013) 

• Shallow convection (coherent): Often also mass flux 
schemes, but with discontinuously different parameters 
(e.g., entrainment rates) 

• Boundary layer turbulence (more isotropic): Often 
diffusive; difficult to match with cloud layer (e.g.,Troen & Mahrt 
1986) 

Parametric and structural discontinuities for processes with 
common (e.g., dry) limits



We use drafts/environment decomposition to 
develop unified representation of all SGS turbulence

Use adiabatically conserved variables                    ; partition 
fluxes into updraft, environment, and (later) downdraft 
components (Siebesma & Cuijpers 1995): 

If updraft area fraction     is small and           : 

1st term focus in BL schemes, 2nd (mass flux) in 
convection. Keep both!
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Phenomenology of turbulence motivates drafts/
environment decomposition (BOMEX, shallow Cu)

(Kyle Pressel, code available at climate-dynamics.org)

Colors: vertical velocity (red up, blue down); green contours: cloud condensate

http://climate-dynamics.org


Eddy diffusion/mass flux scheme

Turbulent flux of conserved variables (Siebesma & Teixeira 2000)

θlu

ϵ wu

w′φ′

qtu

ztop

ED
transport φ ∈ {qt, θl}

ϵ

MF
transport

TKE

ED term 
(environment) 

MF term 
(updraft) 

(Witek et al. 2011)
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Structure of new EDMF scheme

An#Eddy'Diffusivity#Mass'Flux#(EDMF)#closure#for#the#
united#representation#of#cloud#and#convective#processes#

Motivation#
Sub'grid#scale#(SGS)#closures#in#current#climate#models#are#usually#decomposed#
into#several#largely#independent#parameterization#schemes#for#different#cloud#and#
convective#processes.##
Problems:*These#separate#parameterizations#usually#don’t#converge#as#the#
resolution#is#increased#or#as#physical#limits#are#taken.#This#makes#it#difFicult#to#
represent#the#interactions#and#smooth#transition#among#different#cloud#and#
convective#regimes.#It#leads#to#problems#such#as#a#proliferation#of#adjustable#
parameters#in#the#closures,#to#biases#such#as#the#early#diurnal#peak#of#convective#
rainfall#over#land,#and#uncertainties#such#as#that#about#the#response#of#marine#
boundary#layer#clouds#to#climate#changes.#

#
#

Closure#Assumptions/Equations#
Boundary*Conditions:*
Updraft:#Fixed#fraction#at#the#surface;#tracer#initialized#as#
Note:#the#cloud'bottom#mass'Flux#is#implicitly#constrained#by#CIN.#
Downdraft:#not#yet#included;#may#be#initialized#from#updraft#precipitation.#
Entrainment*and*Detrainment:#
Entrainment:#ε#~#1/z.##Detrainment:#occurs#whenever#wi#=#0,#or#ai#exceeds#threshold.#
TKE8based*Eddy*Diffusivity:**
Environmental#TKE#(En):#predicted#by#a#prognosic#equation#with#source#terms#of#
buoyancy#production,#shear#production,#transport#(by#eddy'diffusion#and#
compensating#mass'Flux),#entrainment/detrainment#with#drafts,#and#dissipation.#
Mixing#Length#(l):#several#length#scales#(as#in#[WTM11]);#l#is#set#simply#to#l0#for#now.#
#
K8pro<ile*Eddy*Diffusivity:**
Similar#to#[SST07],[WTM11].#
This#formulation#does#not#work#well#with#stratocumulus#or#stable#boundary#layer.#

Zhihong#Tan1,3,#Tapio#Schneider1,3,#João#Teixeira1,2,#Rémi#Lam1,#Kyle#G.#Pressel1,3#
California#Institute#of#Technology1,#Jet#Propulsion#Laboratory2,#ETH#Zürich3##

Test#Cases#and#Results#
Dry*Convective*Boundary*Layer*[reference]*
•  (plot#for#thl,#qt,#wthl,#wqt,#TKE:#with#prog+TKE,#prog+kprof,#diag+TKE,#LES)#

BOMEX*case*[reference]*
•  (plot#for#thl,#qt,#wthl,#wqt,#cloud#fraction,#ql,#TKE:#with#prog+TKE,#prog+kprof,#
diag+TKE,#LES)#

ASTEX8transition*case*[reference]*
•  (plot#for#thl,#qt,#cloud#fraction,#ql:#with#prog+TKE,#prog+kprof,#diag+TKE,#LES)#
#

Basic#ConFiguration#and#Model#Equations#
Con<iguration:*
The#domain#is#decomposed#into#multiple#drafts#and#the#between'draft#environment.#
The#draft#properties#are#computed#prognostically#to#better#represent#convective#
plume#life#cycles,#especially#when#draft#fractions#are#not#negligible.#
Draft*equations*(continuous*form,*index*‘i’*represents*the*ith*draft):*
Vertical#velocity#wi:#
###

Area#fraction#ai:##
#

Tracer#ϕi:#
#

Grid8mean*equations*(continuous*form,*index*‘n’*represents*environment):*
Tendency#due#to#MF:#
##

Tendency#due#to#ED:##
#

Total:##
#

Zero8draft8fraction*limit*(ai8>0,*an8>1*with*<inite*mass*<lux*Mi):*
At#this#limit,#the#equivalent#updraft#velocity#is#inFinite,#thus#the#updraft#can#adjust#
instantaneously#and#the#prognostic#term#is#neglected.#The#resulting#diagnostic#MF#
equations#are#similar#to#the#form#with#the#‘steady'updraft’#assumption.##
Problem:#The#diagnostic#draft#values#affect#grid'mean#liquid#water#(ql)#and#higher#
order#moments#(e.g.#TKE),#leading#to#inconsistent#closures#with#diagnostic#drafts#
and#prognostic#environment.#

Summary#and#Future#Work#
#
Downdraft*formulation*
*
*
Consistency*of*2nd*order*moment*equations*(TKE*and*tracer*variances)*
*
*
Variability*in*drafts*
*
*
Validation*with*LES*and*application*in*GCM*
#
#
#

#
#

#
#
#
#

References#
[SD77]########G.#Sommeria#et#al:#Subgrid'scale#condensation#in#models#of#nonprecipitating#clouds.#
[SST07]######A.P.#Siebesma#et#al:#A#combined#eddy'diffusivity#mass'Flux#approach#for#the#convective#boundary#layer.#
[WTM11]##M.L.#Witek#et#al:#An#integrated#TKE'based#eddy'diffusivity/mass'Flux#boundary#layer#closure#for#the#dry#convective#
boundary#layer.#
#
#
#

#
#
#
#

Approach#
We#develop#an#eddy'diffusivity#mass'Flux#(EDMF)#closure#that#represents#all#sub'
grid#scale#turbulent,#convective,#and#cloud#processes#in#a#uniFied#scheme.##
EDMF*model*components:*
•  Buoyant#updraft#and#precipitative#downdraft:#Prognostic#mass'Flux#(MF)#scheme#
•  Environmental#turbulent#mixing:#TKE'based#eddy'diffusivity#(ED)#scheme#
•  Cloud#and#precipitation:#Diagnostic#probablistic#cloud#scheme#[SD77],#and#simple#
threshold#precipitation#

The#model#can#be#coupled#to#a#relatively#simple#two'stream#radiative#scheme#that#
includes#the#longwave#(LW)#and#shortwave#(SW)#effects#of#clouds,#and#the#LW#effect#
of#water#vapor.##

Summary of EDMF formulation

1 Equations
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K:#eddy#diffusivity#

ϕ#=#θl#or#qt#
##

Bu:#draft#buoyancy#
ε:#entrainment#rate#
δ:#detrainment#rate#
S:#source#terms#

2.1.1 Boundary Conditions

The updraft equations are essentially transport equations, for which the inflow conditions, i.e.
the bottom conditions needs to be provided. In future versions, mid-level convection can also be
included, in which the bottom conditions for the lifted updraft should be provided. But In our
current model, it is assumed that all updrafts originate from the lowest level of the column (i.e.
near surface), thus we only need to prescribe the initial velocity and physical parameters of the
updraft.

There are two ways to prescribe the initial condition. Practically, it can be taken e↵ectively as
the flux into the bottom of the updraft column. Or more physically, we can alternatively assume
zero-flux at surface, but prescribe the entrainment in the lowest level in a di↵erent way from the
interior levels. These two views will be discussed in more detailed at the numerical representation.
No matter which view we take, the bottom vertical velocity and the tracer properties are prescribed
as in the following equations.

wi
bot = 0, �i

bot = �
n
bot + �

w0�0n
q

En
surf

(56)

It is assumed that the standard deviation of the environment variable �n is just w0�0np
En

surf

, where

En
surf is the surface environmental TKE. Thus, the factor � represents the normalized anomaly of

the entrained air compared with environmental mean. It is always assumed that the entrained air
represents the most buoyant portion of the environment, and the amount of entrained air depends
on the bottom mass flux. Explicitly, if there is only one bulk updraft, the relation between � and
mi

bot = ⇢bota
i
botw

i
bot is as follows:

� =
1p
2⇡�

exp (�
�

��1(1� �)
�2

2
) (57)

where � = min
�

1, (aiwi�t)/(an�z)
�

is the fraction of bottom-level environmental air entrained
into the updraft within a single time step �t , and ��1 is the inverse of the cumulative distribution
function of the standard normal distribution.

It remains to parametrize the mass-flux at the boundary. In the current model, it is assumed
that the updraft fraction ai is constant at the lowest level (this is consistent with the earlier versions
of GCM and SCM). E↵ectively, this means that the mass-flux into the lowest level of the updraft (no
matter treated as bottom flux or entrainment flux) should be the same as the mass-flux through
the top of this level. Physically, when the environment favors updraft (e.g. the surface is very
buoyant so the updraft accelerates quickly), the mass-flux through the lowest level would also be
stronger.

In our closure, the bottom mass-flux is unrelated to CAPE, which di↵ers from quasi-equilibrium
convective schemes where the bottom mass-flux is set explicitly proportional to CAPE. However,
our mass-flux at the level of free convection (LFC) depends on the CIN in implicitly: if CIN is
large, all mass-flux would terminate before reaching LFC, e↵ectively enhancing the mixing of the
boundary layer; as CIN decreases, the mass-flux at LFC increases just as in CIN-based closures.
Thus, it would be interesting to compare our model to the other explicit CIN-based closures as
Bretherton et al. (2004).
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where ws is computed from Monin-Obukhov scheme as

ws =
km
hi

(91)

where hi = 100m is the height scale of the surface layer, km is the di↵usivity scale in the surface
layer. This is a rough approximation, and we can improve it by assuming hi = 0.1z⇤, or use the
surface TKE to approximate the buoyancy excess term �sv as in equation (56). But there is
evidence that z⇤ is relatively insensitive to the specific formulation of �sv, as long as the surface
mixed layer and the stable stratification above its top are well-defined.

The major drawback of this method is, that it does not represent well the enhanced turbulent
mixing within the cloud layer, and that it does not explicitly account for the turbulence driven by
cloud-top cooling. Therefore, the TKE-closure for eddy di↵usivity is preferred over this method.

2.2.4 Eddy di↵usivity: TKE-based approach

The TKE-based eddy di↵usivity takes the simple form as follows:

Km = cK2 l
p
En (92)

where cK2 = 0.25 is a scaling constant as in Witek et al. (2011); En is the environmental TKE, and
l is the mixing length. The formulation of the mixing length l is a di�cult problem, although from
physical grounds it should depend on the following length scales, as given in Witek et al. (2011):

l0 = z, l1 = z
⇣

1 + al
z

L

⌘b
l

, l2 = ⌧
p
En, l3 =

p
En

N
(93)

where each li represents one factor that limits the vertical extent of turbulent eddies. l0 is the
height from the surface, and l1 is similar to l0 but includes the surface stability; l2 assumes that
the eddy size is proportional to eddy velocity with some given turnover time-scale; l3 represents
the limitation by stratification. L is the Monin-Obukhov length defined as

L = � u3⇤✓vs
gw0✓0v|s

(94)

and N is the Brunt-Väisälä frequency defined as

N2 =
g

✓
n
v

@✓
n
v

@z
(95)

and al, bl are some constants. In Witek et al. (2011), al = �100, bl = 0.2 for unstable conditions,
and al = 2.7, bl = �1.0 for stable conditions.

The mixing length l should be some combination of these length scales li. Currently we have
chosen a simple formulation that l = l0, but this is subject to change given more evidence from the
LES simulation.

2.2.5 Probablistic Cloud Scheme

Same as in the previous documentation...
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height from the surface, and l1 is similar to l0 but includes the surface stability; l2 assumes that
the eddy size is proportional to eddy velocity with some given turnover time-scale; l3 represents
the limitation by stratification. L is the Monin-Obukhov length defined as

L = � u3⇤✓vs
gw0✓0v|s

(94)

and N is the Brunt-Väisälä frequency defined as

N2 =
g

✓
n
v

@✓
n
v

@z
(95)

and al, bl are some constants. In Witek et al. (2011), al = �100, bl = 0.2 for unstable conditions,
and al = 2.7, bl = �1.0 for stable conditions.

The mixing length l should be some combination of these length scales li. Currently we have
chosen a simple formulation that l = l0, but this is subject to change given more evidence from the
LES simulation.

2.2.5 Probablistic Cloud Scheme

Same as in the previous documentation...
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note that using @mi/@z = (✏i � �i)mi, the terms in the bracket can also be written as

mi�iE
i �mi✏iE

n +
@(miE

n)

@z
= mi�i(E

i � En) +mi
@En

@z
(83)

For now we are further approximating an ⇡ 1 in this TKE prognostic equation, so the equation
to solved is

@En

@t
+ wT @E

n

@z
+ u

T
h ·rhE

n =
X

i 6=n

⇣

mi�i(E
i � En) +mi

@En

@z

⌘

� 1

⇢

@

@z
(⇢w0E0n) + Pn

E +Bn
E +Dn

E

(84)

2.2.3 Eddy di↵usivity: k-di↵usivity approach

The turbulent transport terms in the form (@/@z)(an⇢w0�0n) need to be parametrized with an eddy
di↵usivity Km as follows:

w0�0n = �Km
@�

n

@z
(85)

One simple formulation for Km is using a k-di↵usivity, i.e. a di↵usivity profile that depends
on both the surface buoyancy flux and boundary layer depth. This represents the surface-driven
boundary layer. The formulation is as follows:

Km = 
⇣

� u⇤
w⇤

�3
+ cK1

z

z⇤

⌘

1
3 z

z⇤

⇣

1� z

z⇤

⌘2
z⇤w⇤ (86)

where  = 0.41 is the von Karman’s constant, and cK1 = 39 as in Holtslag (1998), Siebesma (2007)
and Witek et al.(2011). w⇤ is the vertical velocity scale as in equation (67). Note that at the limit
of neutrally buoyant surface layer (w⇤ ! 0), the formulation takes the following form:

lim
w⇤!0

Km = u⇤
z

z⇤

⇣

1� z

z⇤

⌘2
z⇤ (87)

For stably stratified surface layer (w⇤ < 0), we also formulate Km as the limit value in the above
equation. This maintains some shear-driven mixing even in the stably-stratified boundary layer.
We also need to parametrize for the mixed-layer depth z⇤, which is done in the default di↵usivity
module of the FMS model. For neutral or stable surface layer, it computes the Richardson number:

Ri(z) = gz
(sv(z)� sv(zs))/sv(zs)

u(z)2 + v(z)2
(88)

where sv is the virtual dry static energy defined as

sv = cpT (1 + (
1

✏
� 1)q � ql) + gz (89)

note that the ql term was neglected in previous versions of the model. z⇤ is defined to be the level
where Richardson number is 1 (i.e. Ri(z⇤) = 1).

For unstable conditions, z⇤ is computed by lifting a parcel with virtual dry static energy of sv,p
from the surface and compute the level of neutral buoyancy of this parcel, without any condensation
e↵ect. This e↵ectively determines the top of dry convective boundary layer, or the top of sub-cloud
mixed layer. The detailed formulation for sv,p is

sv,p = sv(zs) +�sv = sv(zs) +
2w0s0v|s
ws

(90)
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Summary of EDMF formulation
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Summary of EDMF formulation

1 Equations

The set of continuous-form equations to solve are: (subscript/superscript i represents updraft, n
represents environment, T represents grid-mean)

Updraft velocity wi
: (closure for ✏i is required)
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K:#eddy#diffusivity#

ϕ#=#θl#or#qt#
##

Bu:#draft#buoyancy#
ε:#entrainment#rate#
δ:#detrainment#rate#
S:#source#terms#

2.1.1 Boundary Conditions

The updraft equations are essentially transport equations, for which the inflow conditions, i.e.
the bottom conditions needs to be provided. In future versions, mid-level convection can also be
included, in which the bottom conditions for the lifted updraft should be provided. But In our
current model, it is assumed that all updrafts originate from the lowest level of the column (i.e.
near surface), thus we only need to prescribe the initial velocity and physical parameters of the
updraft.

There are two ways to prescribe the initial condition. Practically, it can be taken e↵ectively as
the flux into the bottom of the updraft column. Or more physically, we can alternatively assume
zero-flux at surface, but prescribe the entrainment in the lowest level in a di↵erent way from the
interior levels. These two views will be discussed in more detailed at the numerical representation.
No matter which view we take, the bottom vertical velocity and the tracer properties are prescribed
as in the following equations.

wi
bot = 0, �i

bot = �
n
bot + �

w0�0n
q

En
surf

(56)

It is assumed that the standard deviation of the environment variable �n is just w0�0np
En

surf

, where

En
surf is the surface environmental TKE. Thus, the factor � represents the normalized anomaly of

the entrained air compared with environmental mean. It is always assumed that the entrained air
represents the most buoyant portion of the environment, and the amount of entrained air depends
on the bottom mass flux. Explicitly, if there is only one bulk updraft, the relation between � and
mi

bot = ⇢bota
i
botw

i
bot is as follows:

� =
1p
2⇡�

exp (�
�

��1(1� �)
�2

2
) (57)

where � = min
�

1, (aiwi�t)/(an�z)
�

is the fraction of bottom-level environmental air entrained
into the updraft within a single time step �t , and ��1 is the inverse of the cumulative distribution
function of the standard normal distribution.

It remains to parametrize the mass-flux at the boundary. In the current model, it is assumed
that the updraft fraction ai is constant at the lowest level (this is consistent with the earlier versions
of GCM and SCM). E↵ectively, this means that the mass-flux into the lowest level of the updraft (no
matter treated as bottom flux or entrainment flux) should be the same as the mass-flux through
the top of this level. Physically, when the environment favors updraft (e.g. the surface is very
buoyant so the updraft accelerates quickly), the mass-flux through the lowest level would also be
stronger.

In our closure, the bottom mass-flux is unrelated to CAPE, which di↵ers from quasi-equilibrium
convective schemes where the bottom mass-flux is set explicitly proportional to CAPE. However,
our mass-flux at the level of free convection (LFC) depends on the CIN in implicitly: if CIN is
large, all mass-flux would terminate before reaching LFC, e↵ectively enhancing the mixing of the
boundary layer; as CIN decreases, the mass-flux at LFC increases just as in CIN-based closures.
Thus, it would be interesting to compare our model to the other explicit CIN-based closures as
Bretherton et al. (2004).
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where ws is computed from Monin-Obukhov scheme as

ws =
km
hi

(91)

where hi = 100m is the height scale of the surface layer, km is the di↵usivity scale in the surface
layer. This is a rough approximation, and we can improve it by assuming hi = 0.1z⇤, or use the
surface TKE to approximate the buoyancy excess term �sv as in equation (56). But there is
evidence that z⇤ is relatively insensitive to the specific formulation of �sv, as long as the surface
mixed layer and the stable stratification above its top are well-defined.

The major drawback of this method is, that it does not represent well the enhanced turbulent
mixing within the cloud layer, and that it does not explicitly account for the turbulence driven by
cloud-top cooling. Therefore, the TKE-closure for eddy di↵usivity is preferred over this method.

2.2.4 Eddy di↵usivity: TKE-based approach

The TKE-based eddy di↵usivity takes the simple form as follows:

Km = cK2 l
p
En (92)

where cK2 = 0.25 is a scaling constant as in Witek et al. (2011); En is the environmental TKE, and
l is the mixing length. The formulation of the mixing length l is a di�cult problem, although from
physical grounds it should depend on the following length scales, as given in Witek et al. (2011):

l0 = z, l1 = z
⇣

1 + al
z

L

⌘b
l

, l2 = ⌧
p
En, l3 =

p
En

N
(93)

where each li represents one factor that limits the vertical extent of turbulent eddies. l0 is the
height from the surface, and l1 is similar to l0 but includes the surface stability; l2 assumes that
the eddy size is proportional to eddy velocity with some given turnover time-scale; l3 represents
the limitation by stratification. L is the Monin-Obukhov length defined as

L = � u3⇤✓vs
gw0✓0v|s

(94)

and N is the Brunt-Väisälä frequency defined as

N2 =
g

✓
n
v

@✓
n
v

@z
(95)

and al, bl are some constants. In Witek et al. (2011), al = �100, bl = 0.2 for unstable conditions,
and al = 2.7, bl = �1.0 for stable conditions.

The mixing length l should be some combination of these length scales li. Currently we have
chosen a simple formulation that l = l0, but this is subject to change given more evidence from the
LES simulation.

2.2.5 Probablistic Cloud Scheme

Same as in the previous documentation...
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note that using @mi/@z = (✏i � �i)mi, the terms in the bracket can also be written as

mi�iE
i �mi✏iE

n +
@(miE

n)

@z
= mi�i(E

i � En) +mi
@En

@z
(83)

For now we are further approximating an ⇡ 1 in this TKE prognostic equation, so the equation
to solved is

@En

@t
+ wT @E

n

@z
+ u

T
h ·rhE

n =
X

i 6=n

⇣

mi�i(E
i � En) +mi

@En

@z

⌘

� 1

⇢

@

@z
(⇢w0E0n) + Pn

E +Bn
E +Dn

E

(84)

2.2.3 Eddy di↵usivity: k-di↵usivity approach

The turbulent transport terms in the form (@/@z)(an⇢w0�0n) need to be parametrized with an eddy
di↵usivity Km as follows:

w0�0n = �Km
@�

n

@z
(85)

One simple formulation for Km is using a k-di↵usivity, i.e. a di↵usivity profile that depends
on both the surface buoyancy flux and boundary layer depth. This represents the surface-driven
boundary layer. The formulation is as follows:

Km = 
⇣

� u⇤
w⇤

�3
+ cK1

z

z⇤

⌘

1
3 z

z⇤

⇣

1� z

z⇤

⌘2
z⇤w⇤ (86)

where  = 0.41 is the von Karman’s constant, and cK1 = 39 as in Holtslag (1998), Siebesma (2007)
and Witek et al.(2011). w⇤ is the vertical velocity scale as in equation (67). Note that at the limit
of neutrally buoyant surface layer (w⇤ ! 0), the formulation takes the following form:

lim
w⇤!0

Km = u⇤
z

z⇤

⇣

1� z

z⇤

⌘2
z⇤ (87)

For stably stratified surface layer (w⇤ < 0), we also formulate Km as the limit value in the above
equation. This maintains some shear-driven mixing even in the stably-stratified boundary layer.
We also need to parametrize for the mixed-layer depth z⇤, which is done in the default di↵usivity
module of the FMS model. For neutral or stable surface layer, it computes the Richardson number:

Ri(z) = gz
(sv(z)� sv(zs))/sv(zs)

u(z)2 + v(z)2
(88)

where sv is the virtual dry static energy defined as

sv = cpT (1 + (
1

✏
� 1)q � ql) + gz (89)

note that the ql term was neglected in previous versions of the model. z⇤ is defined to be the level
where Richardson number is 1 (i.e. Ri(z⇤) = 1).

For unstable conditions, z⇤ is computed by lifting a parcel with virtual dry static energy of sv,p
from the surface and compute the level of neutral buoyancy of this parcel, without any condensation
e↵ect. This e↵ectively determines the top of dry convective boundary layer, or the top of sub-cloud
mixed layer. The detailed formulation for sv,p is

sv,p = sv(zs) +�sv = sv(zs) +
2w0s0v|s
ws

(90)
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This works quite well for cumulus clouds (BOMEX)
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Figure 3.1: The hours 6-8 mean profiles of the dry-convective boundary layer test
case. The fields of liquid water potential temperature ✓l, total water specific humidity
qt, vertical turbulent fluxes of ✓l and qt, and the variance of vertical velocity w0w

0

are shown. The SCM value of w0w
0
is reconstructed with parameterized updraft

fraction and mass flux, assuming that the updraft is at the tail of the Gaussian
distribution of vertical velocity. This is a fair assumption for dry convection. The
default entrainment rate is ✏ = 0.8/z. The colors correspond to di↵erent cases, i.e.,
LES (black), SCM control (red), K-profile di↵usivity (blue), doubling entrainment
rate ✏ = 1.6/z (green), and disabling the prognostic term (orange). The dashed and
dotted lines represent fluxes by ED and MF, respectively.
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Figure 3.2: The hours 6-8 mean profiles of the BOMEX test case. Additional fields are
shown for liquid water specific humidity ql, cloud fraction (CF), and turbulent kinetic
energy (TKE). The line colors and styles represent the corresponding sensitivity tests
as Fig. 3.1, except that the default entrainment rate is ✏ = 1.6/z, and the green lines
represent the results with reduced entrainment rate of ✏ = 0.8/z.



Currently working on machine-learning 
approaches to estimate closure 

parameters in hierarchical EDMF scheme



Summary

• Models produce widely varying low-cloud feedbacks, driving 
climate sensitivity spread 

• Observations point to robustly positive low-cloud feedback, 
making climate sensitivity < 2.3 K very unlikely  

• LES with closed energy budget show that Cu-layer generally 
shallows, cloud feedback is robustly positive 

• Stratocumulus may hold surprises as climate warms beyond 
2×CO2 

• Unified parameterization based on EDMF framework holds 
promise, needs to be fleshed out further


